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Autoencoders
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Convolutional Autoencoders
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Variational Autoencoders
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Variauonal Autoencoders
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https://arxiv.org/pdf/1606.05908.pdf
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VAE

Latent space




Generating New Data
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