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Introduction
❖ The standard DNN/CNN paradigms

❖ (x,y) - ordered pair of data vectors/images (x) and 
target (y)

❖ Moving to sequence data

❖ (x(t),y(t)) where this could be sequence to sequence 
mapping task.

❖ (x(t),y) where this could be a sequence to vector 
mapping task.



Introduction
❖ Difference between CNNs/DNNs

❖ (x(t),y(t)) where this could be sequence to sequence 
mapping task.

❖ Input features / output targets are correlated in time.

❖ Unlike standard models where each pair is 
independent.

❖ Need to model dependencies in the sequence over 
time.



Introduction to Recurrent Networks

“Deep Learning”, Ian Goodfellow, Yoshua Bengio, Aaron Courville



Recurrent Networks
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Back Propagation in RNNs

Model Parameters 

Gradient Descent



Recurrent Networks



Back Propagation Through Time



Back Propagation Through Time



Long-term Dependency Issues



Vanishing/Exploding Gradients

❖ Gradients either vanish or explode

❖ Initial frames may not contribute to gradient 
computations or may contribute too much.



Long-Short Term Memory



Long Short Term Memory Networks



LSTM Cell
Input Gate

Forget Gate
Cell

Output Gate
LSTM output

f - sigmoid function
g, h - tanh function



Gated Recurrent Units (GRU)



Standard Recurrent Networks

“Deep Learning”, Ian Goodfellow, Yoshua Bengio, Aaron Courville



Other Recurrent Networks

“Deep Learning”, Ian Goodfellow, Yoshua Bengio, Aaron Courville

Teacher 
Forcing Networks 



Recurrent Networks
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Teacher 
Forcing Networks 



Recurrent Networks

Multiple Input
Single Output



Recurrent Networks

Single Input
Multiple Output



Recurrent Networks

Bi-directional 
Networks



Recurrent Networks

Sequence to 
Sequence

Mapping Networks



Attention Models 



Encoder - Decoder Networks with Attention


