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Linear Regression
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Pseudo Inverse Based Solution

Bishop - PRML book (Chap 3)



http://mlsp.cs.cmu.edu/courses/fall2014/lectures/slides/class10.nmf.pdf

Choice of Basis Functions
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Figure 3.1 Examples of basis functions, showing polynomials on the left, Gaussians of the form (3.4) in the
centre, and sigmoidal of the form (3.5) on the right.



Regularized Least Squares

* Optimize a modified cost function  Ep(w) + AEw (w)

Bishop - PRML book (Chap 3)



http://mlsp.cs.cmu.edu/courses/fall2014/lectures/slides/class10.nmf.pdf

Regularized Least Squares
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Bishop - PRML book (Chap 3)



http://mlsp.cs.cmu.edu/courses/fall2014/lectures/slides/class10.nmf.pdf

Choice of Regularization Parameter
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Figure 3.5 lllustration of the dependence of bias and variance on model complexity, governed by a regulariza-
tion parameter A, using the sinusoidal data set from Chapter 1. There are L. = 100 data sets, each having N = 25
data points, and there are 24 Gaussian basis functions in the model so that the total number of parameters is
M = 25 including the bias parameter. The left column shows the result of fitting the model to the data sets for
various values of In A (for clarity, only 20 of the 100 fits are shown). The right column shows the corresponding
average of the 100 fits (red) along with the sinusoidal function from which the data sets were generated (green).



oice ol Regularization Parameter
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