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Outline

● Melfrequency cepstral Coefficients (MFCC)

● Linear Prediction  



  

Source filter model of speech



  



  

MFCC

● MFCC coefficients model the spectral energy

Distribution in a perceptually meaningful way
● Why do we need?

– Automatic speech recogonition

– Speaker Identification

– Audio classification



  

How do we hear?



● Equal loudness contours (loudness ≠ Intensity)



  

● Implementation steps

References: 
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al-coefficients-mfccs/
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● AR(4) process:
–  For AR process, error 

decreases monotonically 
and then becomes a 
constant for m ≥ 4. 



  

AUTOCORRELATION MATCHING PROPERTY

● Let R(k) and r(k) be the autocorrelations of x(n) and the 
AR(N) approximation y(n), respectively. Then,

R(k) = r(k), |k| ≤ N
 

Thus, the AR(N) model y(n) is an approximation of x(n) in the 
sense that the first N + 1 autocorrelation coefficients for the two 
processes are equal to each other.
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