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Regularization in neural networks



- Will the networks generalize with deep networks 

• DNNs are quite data hungry and performance improves 

by increasing the data. 

• Generalization problem is tackled by providing 

training data from all possible conditions. 

• Many artificial data augmentation methods have 

been successfully deployed 

• Providing the state-of-art performance in several  real 

world applications. 

DEEP NEURAL NETWORKS



Other approaches
❖ Training with noise 

❖ Mixture of models 

❖ Mixture of experts approach 

❖ Dropout 

❖ Learning rules



MoE







Momentum



Comparing different learning rules



DROPOUT IN NEURAL NETWORKS



STANDARD VS DROPOUT NETWORKS



DROPOUT in neural networks 

Random nodes are removed from the forward computation at dropout rate



STANDARD VERSUS DROPOUT



Normalization techniques



Batch Normalization and Layer Normalization 



Batch Normalization



Comparing different Normalization

https://www.pinecone.io/learn/batch-layer-normalization/



Comparing different normalization
❖ Batch normalization normalizes each feature independently across the mini-batch. 

Layer normalization normalizes each of the inputs in the batch independently across 
all features. 

❖ As batch normalization is dependent on batch size, it’s not effective for small batch 
sizes. Layer normalization is independent of the batch size, so it can be applied to 
batches with smaller sizes as well. 

❖ Batch normalization requires different processing at training and inference times. As 
layer normalization is done along the length of input to a specific layer, the same set 
of operations can be used at both training and inference times.



Neural network architectures



WHAT MAKES DNN SUBOPTIMAL FOR IMAGES 
➤ Vectorizing images  

➤ Ignores the local correlations in the pixels 

➤ geometric structure is not exploited in images 

Vectorize



CONVOLUTIONAL NEURAL NETWORKS

➤ 2-D convolution 



CONVOLUTIONAL NEURAL NETWORKS 

➤ Reduce the size of images after convolution using pooling  

➤ Keep local maximum 



CONVOLUTIONAL NEURAL NETWORKS 

Multiple levels of filtering and subsampling 
operations.

Feature maps are generated at every layer.



CNNS FOR MNIST 
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PROPERTIES OF CNN
➤ Reduce number of parameters  

➤ due to weight sharing. 

➤ Depth does not necessarily increase 
the parameter size. 

➤ Preserving local structure  

➤ CNN filters operate on local weights 

➤ Deeper layers  

➤ capture wider input context. 

➤ Training is more memory intensive 

➤ Accumulate gradients.
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