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Logistic Regression 

Bishop - PRML book (Chap 3)

❖ 2- class logistic regression 

❖ K-class logistic regression 

❖ Maximum likelihood solution

❖ Maximum likelihood solution

http://mlsp.cs.cmu.edu/courses/fall2014/lectures/slides/class10.nmf.pdf
















Learning Using Gradient Descent



Parameter Learning

• Solving a non-convex 
optimization. 

• Iterative solution. 
• Depends on the initialization. 
• Convergence to a local 

optima. 
• Judicious choice of learning 

rate 



Least Squares versus Logistic Regression

Bishop - PRML book (Chap 4)

http://mlsp.cs.cmu.edu/courses/fall2014/lectures/slides/class10.nmf.pdf


Least Squares versus Logistic Regression

Bishop - PRML book (Chap 4)

http://mlsp.cs.cmu.edu/courses/fall2014/lectures/slides/class10.nmf.pdf


Deep Networks

- Are these networks trainable ? 

• Advances in computation and processing 

• Graphical processing units (GPUs) performing multiple 

parallel multiply accumulate operations. 

• Large amounts of supervised data sets


