
Deep Learning: Theory and Practice

11-04-2019Advanced Topics in Deep Learning



Back propagation in Pooling Layers



Resnet Architecture

With skip connections



Network in Network



Inception Network

“Deep Learning”, Ian Goodfellow, Yoshua Bengio, Aaron Courville



Mixing Convolutional and LSTM networks



Deep Unsupervised Learning



Restricted Boltzmann Machines



Restricted Boltzmann Machine

PCA RBM



Autoencoders

Avoid 
Identity 
Mapping



Autoencoders
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Convolutional Autoencoders

 

The latent vectors can form deep features for other 
supervised tasks.
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Adversarial Learning

• The target can be learned

• using original gradient.

• domain adversarial gradient.


• Model will learn to be domain 
invariant

[Shinohara et al. 2017]

Targets Nuisance



Generative Adversarial Networks



Generative Adversarial Networks



Generative Adversarial Networks



Generative Adversarial Networks

DCGANs



Regularization in Deep Learning



Dropout


