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Other Architectures - Convolution Operation

Input image

Weight sharing

Output image




Max Pooling Operation

Single depth slice

max pool with 2x2 filters
and stride 2
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Convolutional Neural Networks

Input layer (S1) 4 feature maps

1 (CI) 4 feature maps (52) 6 feature maps (C2) 6 feature maps

convolution layer l sub-sampling layer | convolution layer l sub-sampling layer | fully connected MLPl

» Multiple levels of filtering and subsampling operations.

» Feature maps are generated at every layer.



CNNs for Speech and Audio

Static, A, AA Convolution layer

max pooling
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Representation Learning in GNNs

4 1t's deep if it has more than one stage of non-linear feature

Low-Level| |Mid-Level| |High-Level Trainable
Feature Feature Feature Classifier

Feature visualization of convolutional net trained on ImageNet from [Zeiler & Fergus 201 3]



