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E9:309 Advanced Deep Learning

Housekeeping
✴ Midterm project III 


✓ Evaluation after final exam (1st week of Feb)


✴ Final Exam (as per IISc schedule)


✓ Jan 23rd afternoon!


✴ Extra class (Friday 15, nov, 430pm)
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Bayesian Deep Learning
✴ Goal - 


➡ Show that the use of dropout (and its variants) in NNs can be interpreted 
as a Bayesian approximation of a well known probabilistic model.


✴ Goal - 


➡ Develop tools for representing model uncertainty of existing dropout NNs 
– extracting information that has been thrown away so far. This mitigates 
the problem of representing model uncertainty in deep learning without 
sacrificing either computational complexity or test accuracy.
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Definition of Gaussian process
✴ A Gaussian Process is a collection of random variables, any finite number of 

which have (consistent) joint Gaussian distributions.


✴ A Gaussian process is fully specified by its mean function m(x) and 
covariance function k(x, x ). 


✴ This is a natural generalization of the Gaussian distribution whose mean and 
covariance is a vector and matrix, respectively. The Gaussian distribution is 
over vectors, whereas the Gaussian process is over functions.

<latexit sha1_base64="kr630j0m/L40PZ6TgrlO5hMPnjo=">AAAIxnicpdXdTtswFADgwH7ouj/YLncTAZOYhqp22sS4418gxASU0nakQo7jtBGJkzkONESRpj3CtIfZ7fYWvM2cltPDuhBtmqVG1nccO4mPe8zAdUJZrV5NTN65e+/+VOlB+eGjx0+eTs88Ow79SFDWoL7ri5ZJQuY6nDWkI13WCgQjnumypnm2nsWb50yEjs+PZBywjke63LEdSqSi0+lFQ7K+HMyTdAVjPE1s3QgdT08Mj8geJa7+IdUXvMWzV+np9FytUh00vVpZVm3p7XVnuaZDaG5l1nj97Wol3j+dmfpiWD6NPMYldUkYntSqgewkREiHuiwtG1HIAkLPSJedqC4nHgs7yeBxUv2lEku3faF+XOoDvXlHQrwwjD1TjcweNRyPZZgXO4mk/b6TODyIJON0uJAdubr09ewb6ZYjGJVurDqECkc9q057RBAq1ZcsGxazjX4y/D6mrffTdGgxWgx2iXYJdoF2ASbQBBhDY2AhWgh2iHYI1kRrgm2jbYPtoe2BeWge2CbaJhhFo2A2mg22hbYFFqAFYBtoG2DraOtgJpoJdo52DtZD64Gtoq2CtdBaYG20Ntgu2i7YMdoxmIvmgnE0XvRuefuR9x5/m395e2ShWUW5RtBI0f7m5XgXrQvmo/mjdYMso03ftbKT7Lt6Jo7r86KNjdAiMIkmiw5B3uHLWyMvUY7QjsDqaHWwj2gfiw7fGtravybjDtoOWAOtUZSg/RvZkxg9IrMcgiSKx2PxKLaPoX2wA7SDoj+Len1sn+tO1xulVas1vmprtGq7PR5rj2JRX4VMX10jbjGRVcFkvj+P8TgnHg/i/z9B2eDsgvqeR7il3o2l2aXr8IR94kQIMjiEN4ewbAhTvdsGmA7OwVXVFESyPyZxYJLbRnBVxA3uq7DJRFpWVbuKVXu8A1X7+E2l9q5SPVDle00btpL2QpvVFrSatqStaNvavtbQqPZV+6790H6Wtku8FJUuhkMnJ67vea791kqffwEEQC/F</latexit>

f ⇠ N (m, k)
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Introduction to Gaussian processes

<latexit sha1_base64="0Cgtf9p69FtAiT1HOGkZwshf4H4=">AAAJWHicpdZbT9swFADgdDdodwP2uBdrMAleUIs2MR4mcRcMMQGl0EIq5CROa5E4meNAQ5SX/bD9j+3XzCk9PayEatMstXK/49hJfdxTK/R4pKrVn6VHj588fTYxWa48f/Hy1eup6ZmTKIilzRp24AWyadGIeVywhuLKY81QMupbHju1Ljfy+OkVkxEPxLFKQtb2aUdwl9tUabqY+mEq1lP9edKOZExkKamYFutwkVKPd0RGTCE0ueQzGbjlUyV5L6sQbO682btIa9kCMc37vnTPzSsnUFHh4K/ZAqLJhIML9j/hbVWyi6nZ2mK130h1cUW35Q+DzkqNQGjWGLSDi+mJ76YT2LHPhLI9GkXntWqo2imVitse00vEEQupfUk77Fx3BfVZ1E77X1BG3mtxiBtI/RKK9PXuFSn1oyjxLT1S33I3Go3lWBQ7j5X7qZ1yEcaKCft2ITf2iApIvmvE4ZLZykt0h9qS63sldpdKaiu9txXTYa7ZS1Mzn9hySS/Lbi1BS8Bu0G7ArtGuwSSaBGNoDCxCi8CO0I7ATtFOwXbQdsD20fbBfDQfbAttC8xGs8FcNBdsG20bLEQLwTbRNsE20DbALDQL7ArtCqyL1gVbQ1sDa6I1wVpoLbA9tD2wE7QTMA/NAxNoYtyzFe1H0XP8bf4V7ZGD5ozLNYpGx+1vUY530DpgAVowXDfMM9oKPCc/yYFHcuFeIMZtbIwWgyk0Ne4QFB2+ojWKEuUY7RisjlYHO0M7G3f41tHW/zUZd9F2wRpojXEJ2ruTPanZpSrPIUiiZDSWDGMHGDoAO0Q7HPdjUa+P7HOdd/xhWjWbo6s2h6u2WqOx1jAW93TICvR7LBwm87qczvXmMJ4UxJN+/P8nqJiCXduB71NdJ3W1ztJByWbfBJWS9g/h3SEsH5IX1YcGWBznELpqSqrYvUk4TPLQCKH/Vpgi0GGLyayiq3YVq/ZoB6r2ydJi7eNi9XBpdnV9UL8njbfGO2PeqBnLxqqxYxwYDcMuzZW+lOql48lfZaM8US7fDn1UGlzzxvijlWd+A/wFUXg=</latexit>
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x ⇠ N (µ,⌃)
<latexit sha1_base64="Pr1KJAIQ4L25ISdtCMRUKIR90fM=">AAAJoXicpdZfb9s2EABwudvaWvvXbI97IZoGSLAisIsNXR8GpElbJChaOHGc2A3TgKIom4hEaRSVSBX0sq+wPW4frN9mlJ3zua5qbBgB2/LvzqRknnz2klCmptN537r12edf3L5zt+1++dXX33x7b+27kzTONBcDHoexHnosFaFUYmCkCcUw0YJFXihOvcu9On56JXQqY3VsikScR2ysZCA5M5Yu1lq3qRG5mU5UjrUQqiqJu0E9MZaqZKEcq4pQpWrLya837kXMaJlX7gbBkV+UXZtLl/HRR0iv/NikDamvF2ekQvkLK03f4gm5NCA0lREpqU2ZcBaS19VmSb049NMisi8k2qT5VvWQfICXFh8Sey1vS5poGYlqq9pyq4t7693tznSQzvYTOx7/dHPwpEsgtL5zn/745/udonexdud36sc8i4QyPGRpetbtJOa8ZNpIHorKpVkqEsYv2Vic2UPFIpGel9MvuiIbVnwSxNo+lCFTXfxEyaK0PmGbWV9duhyrsSl2lpngl/NSqiQzQvHZQkEWEhOTevuJL7XgJizsAeNa2nMlfMI048YWiUt9EdC8nH2lXkDyqppZgVaAvUN7B3aNdg2m0TSYQBNgKVoKdoR2BHaKdgq2j7YP9grtFViEFoE9R3sOxtE4WIAWgL1AewGWoCVgz9Cege2h7YF5aB7YFdoV2ARtAvYU7SnYEG0INkIbgb1Eewl2gnYCFqKFYApNrbq2pv1ouo5/W39Ne+Sj+atqjaGxVfvbVONjtDFYjBbP103qil746alFhrFatbEZWgZm0Myqm6Dp5mtao6lQjtGOwfpofbA3aG9W3Xy7aLv/tRgP0A7ABmiDVQWaL1RPSSfM1DUERVQsx4p5rIehHtgh2uGqH4t+f2mf+3IczctqOFxedThfdTRajo3msSy3IS+2z5nyha4bfPkgf4DxoiFeTOP/fwKXKnHN4yhitunapl+VN51f/KaY1mx6Ey6miDql7tCfSvAkzqFs19TMiI8mkTDJpzKU/XtCVWzDntCVa7t2B7v28gF07ZNH292ftzuHtn3vOrNx1/nBue9sOl3nsbPj7Ds9Z+DwVtT6o/VX6+/2evug3WsfzVJvtW4+873zwWif/QPyTW6z</latexit>

f ⇠ N (m(x),k(x,x0))

✴ Mean will be function of x and variance will also be functions of two data points.
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Gaussian process - Example
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Gaussian processes for Bayesian inference
✴ GP will be used as a prior for Bayesian inference. 


✴ The prior does not depend on the training data, but specifies some 
properties of the functions. 


✴ One of the primary goals computing the posterior is that it can be used to 
make predictions for unseen test cases. 


✴ Let f be the known function values of the training cases, and let f∗ be a set of 
function values corresponding to the test set inputs, X∗.

<latexit sha1_base64="DJWqqrr3bPxl/AVBWVgg5wJE4U8=">AAALSXicpdbdbts2FABgNd7WTt1Ps2JXuyGWBnCCNLCNDl1RFGjzU6QoWiR1nNgNY4GSKZuNRGkSlcgV1Is90F5kT7DH2N2wq1Gyj4/jqsaGCUgif4c6R/wLbYeeiFWj8ceNldpnn39x89aX5u2vvv7m2zur353EQRI5vOMEXhB1bRZzT0jeUUJ5vBtGnPm2x0/ti90ifnrJo1gE8liNQ37us6EUrnCY0mStrvxGFU9VmSgbRpzLPCMmtflQyIx5YihzQqUk5jpNyZOp2z5TkUhzc53glVpZU7eli9j6COnlIFBxRdPX8xkpl4O5SuVHfCENLqGx8ElGdZuRwzzyOq9n1A68QTz29R9C/STfItepLYY+29D5/Hq6QZ4Q6kbM0S+ePcjTfqt8p4t6upX2MxpGwud50YinIanfnzVt5fWU3CdzbfqtDRglPyGW0M/o/JZYrGCJssa0A+W7ECsT73Ld7qJ4YCu13k0rLhTUSXVJHS1r0Um5xfnQo+aSohPF+LnWZnl7fSDLMTNhzPSQE2qL4bBelUv3BZL5SVU2slX12KRfHz7AXX8TspSfdaL+8VzYyjY384rcZvliG+bczJu5dWetud0oL9LYfqSvhw+mN4+aBEJrxvQ6tFZv/koHgZP4XCrHY3F81myE6jxjkRKOx/WAJDEPmXPBhvxM30rm8/g8KzdETta1DIgbRPpHKlLq/BMZ8+NiaemWxYjGi7ECq2JniXJ/Ps+EDBPFpTMp5CYeUQEptikZiIg7yhvrG+ZEQr8rcUZMrwelN7NJB9ylaTZZ+rZL0jyf2BhtDPYe7T3YFdoVWIQWgXE0DhajxWBv0N6AnaKdgh2gHYC9QnsF5qP5YPto+2AOmgPmorlgz9Geg4VoIdge2h7YLtoumI1mg12iXYKN0EZgz9CegXXRumA9tB7YS7SXYCdoJ2Aemgcm0eSyvlXNR1U//u36q5qjAdpg2VpjaGzZ/Fat8SHaECxAC2Z1w2JFzx8SWoQXyGUTm6AlYApNLdsEVZuvqkbVQjlGOwZro7XB3qK9Xbb5dtB2/utifIH2AqyD1lm2QNO51ZPREVPFGoJFNF6MjWexQwwdgh2hHS37Z9FuZxVfBma97i5W7c6q9nqLsd4slqQ6ZAf6dyIHPCq+iGX30nsYH1fEx2X8/ycwqeRXTuD7TJ+R+ijOs+l5zH+RLIpYuQnnm/CiSXGgfqqBLTCH1KdmxBT/KImAJJ9qIfXXSCoDHbZ5lJv61G7gqb14A6f2SWu7+dN246i19nRnen7fMn4wfjTqRtN4aDw1DoxDo2M4te9rj2t7tX3zd/NP8y/z70nTlRvTZ+4a167btX8AvsH3hA==</latexit>
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Gaussian processes for Bayesian inference
✴ Now the quantity of interest is the posterior distribution (for function values)


✴ Thus, 

<latexit sha1_base64="mGCbKwo3XRKxFEBDAsfvw8clJqI=">AAAMdHicpZZbb9s2FIDV1ls7NVub7XF7IJYasLMksI0OXR8KpElapChaJM3NbhgLlEw5bCRKk6hErqo+7F/2j+x5lOzj4zqKsWEEbNPfOTwX8vBih56IVav15dbtO7Vvvr177zvz/tL3Pzx4uPzjcRwkkcOPnMALoq7NYu4JyY+UUB7vhhFnvu3xE/tiu5CfXPIoFoE8VKOQn/lsKIUrHKY0spbvfKGKp6o0lA0jzmWeEZPafChkxjwxlDmhUhKzTlPybMJtn6lIpLlZJ9hSK2trXToPO9cgvRwEKq5QfTtrkXI5mPFU/sWANHAJjYVPMqp1zh3mkbd5I6N24A3ika9/CPWTfI18jQ7E0GdNbc9vpE3yjFA3Yo4OPHucp/1OGdNFI11L+xkNI+HzvFDiaUga61PVTt5IyTqZ0el3mjBLfkIsocdo+5aY92CJ0sckgTIWYmXiQ671LooBa6n1YeJxzqE2ql1qaemLgrvrC6LnBaaWutbquD8/mcXEFcGOZ05PPKG2GA4b1RZ1TlOTflJpk6xVDx3n+Pkz9PqrU0sl0Mb6hzNyK1tdzavsF+Z1hE1T56cHfSJV619mQa5XQTHit6pKKCU6gCpRP1vXBd3QftbJNYvNysLKJ/HPD5j6usEVGfu6KcAiq6ZZdz9hrjt5RfbmzCYxc+vhSnujVTbS2niq25PHk87TNgHRijFpe9by3b/oIHASn0vleCyOT9utUJ1lLFLC8Xhu0iTmIXMu2JCf6q5kPo/PsvLsyEldkwFxg0h/pCIlnR2RMT8uUtOaRcjxvKyAVbLTRLl/nGVChoni0hk7chOPqIAUJxoZiIg7yhvpDnMioWMlzjnTW0fpc8+kA+7SNBvPk+2SNM/HbIRsBOwjso/ArpBdAYuQRcA4Mg4sRhYDe4fsHbATZCfAdpHtAnuD7A0wH5kP7AWyF8AcZA4wF5kL7CWyl8BCZCGwHWQ7wLaRbQOzkdnALpFdAjtHdg7sObLnwLrIusB6yHrAXiN7DewY2TEwD5kHTCKTi3KrWo+qPP5t/VWt0QDZYFGtMWRs0fpW1fgQ2RBYgCyY+g2Lip49pDQRXiAXLWyCLAGmkKlFm6Bq81X5qCqUQ2SHwA6QHQB7j+z9os23hWzrvxbjK2SvgB0hO1pUoOlM9WT0nKmihqCIRvOy0VS2h6I9YPvI9hcdFgcHWdVlBFl35712p157vXlZbypLUi2yA/2dyAGPijdr9ih9hPJRhXxUyv+/AZNKfuUEvs/0HamfKnk2ea/wPyWLIlZuwlkVXqgUF+pNCrZAG1LfmhFT/JoRAUZu0pD6xU1loMU2j3JT39otvLXnO3BrH3c22r9vtPY7K5tbk/v7nvGz8avRMNrGE2PT2DX2jCPDqW3W3FpQC+//vfTL0spSfax6+9ZkzE/GV21p4x+XBFw/</latexit>
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f |D ⇠ GP (mD, kD)

mD(x) = m(x) + ⌃(X, x)T⌃�1(f �m)

kD(x, x0) = k(x, x0)� ⌃(X, x)T⌃�1⌃(X, x0)
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Gaussian Processes 

✴ where Σ(X, x) is a vector of covariances between every training case and x. 
These are the central equations for Gaussian process predictions. 


✴ Let’s examine these equations for the posterior mean and covariance. 
Notice that the posterior variance kD(x, x) is equal to the prior variance k(x, 
x) minus a positive term, which depends on the training inputs; 


✴ thus the posterior variance is always smaller than the prior variance, since 
the data has given us some additional information
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Allowing for noise in the model
✴ Need to address one final issue: noise in the training outputs. 


✴ It is common to many applications of regression that there is noise in the 
observations6. 


✴ The most common assumption is that of additive i.i.d. Gaussian noise in the 
outputs.


✴ In Gaussian process, the effect is that every f(x) has a extra covariance with 
itself only (since the noise is assumed independent), with a magnitude 
equal to the noise variance:



E9:309 Advanced Deep Learning

Allowing for noise in the model

✴ Notice, that the indexes to the Kronecker’s delta is the identify of the cases, 
i, and not the inputs xi; you may have several cases with identical inputs, 
but the noise on these cases is assumed to be independent.

<latexit sha1_base64="fJJq767oHYCWKDiVWn6KB1tS7NQ=">AAAN63icpZdPb9s2FMDVbl47b96a7bgLsTSAnTqBbXToeijQJmmXomjhNP+chrFAyZTDWqI0iUrkquphX2G3Ydd9hn2WHXbdvsYoWfRTZMXYMAG26d97fP/4SNqGZ7NAdDp/3Lj50ce1T27d/rT+2eeNL768s/LVUeCGvkkPTdd2/YFBAmozTg8FEzYdeD4ljmHTY2OyncqPL6gfMJcfiKlHzxwy5sxiJhES6Su1PhY0EpmheOxTypMY1bFBx4zHxGZjniDMOaqv4Qg9yrnhEOGzKKmvIXgiPe5KXVyGvQWIL0auCCpUXxUtYspHBU/ZVwhIAgvhgDkoxlLn3CQ2epU0Y2y49iiYOvIDYSdM2ugq2mdjh7SkPacZtdAjhC2fmDLw+H4SDXtZTJNm1I6GMfZ85tAkVaKRh5obc9Ve0ozQBiroDHstVSUnRDqTc6R9nZU96CzzkSeQxYL0mL1NpN4kndCO9Le5x5JDaVS6lNLMF1buFhdE1kWVFlv6+mxcLmZauDTYWeVk4RE22HjcrLYoc5qbdMJKm6hdPXWW44cPajRcn1vKgDQ2PCjI9Xh9Pamyn5qXEbayhZez3qOqBsjSQIttkM64V9UKmURGUCUaxhuyo5vSzwZasNiq7KwkT6A8Ye7rGldo5uu6ANOsZObWe8h1Jyln/0NfBuvoO2000XcKPSLRrNdR1vP3VKmbeIDaKGotDylLHzsFe5PUXmmHlPfMRtlJWmPVApndq/LC1MzJdBaxlQdMvYDZLkfttFHUl8XFb3baKc36iCPYKPWFTslq1Z60MovT6krKOqa+lb10546oLbId22bziJNWvXA21RP9zmp3s5M9qLP5UD4P7ueDh12kRKta/vT1lVs/4ZFrhg7lwrRJEJx2O544i4kvmGnTpI7DgHrEnJAxPZVDThwanMXZkZ2gNUlGyHJ9+eICZbQ4IyZOkC6s1EzTC8qyFFbJTkNhfX8WM+6FgnJz5sgKbSRclF4kaMR8agp7KgfE9JmMFZnnRJ5YQl43dVkqC0fxrKaGhaIkmbEpsKli74C9U+wS2KViPjBfMQqMKhYACxR7Dey1YsfAjhXbBbar2EtgLxVzgDmKPQX2VDETmKmYBcxS7BmwZ4p5wDzFdoDtKLYNbFsxA5ih2AWwC8XOgZ0r9gTYE8UGwAaKnQA7UewFsBeKHQE7UswGZivGgfFluVWtR1Ue/7b/qtZoBGy0rNcIMLJsfat6fAxsrJgLzJ379dKOLh7R+Rm4bGFDYKFiAphYtgmqNl+Vj6pGOQB2oNg+sH3F3gB7s2zzbQHb+q/N+BzYc8UOgR0ua9Co0D0xPici7SHVRNOybDqX9UHUV2wP2N6yw2J/P666ilXWg7LXwdzryUlZdjKXhZEUGa58D/mI+ulfhfhudBfk0wr5NJP/fwN1zOml6ToOkXek/IWYxPnPRPojJ75Psk1YVKGpSnqhXqdgMLDB5a3pE0EXjDBl5DoNLv/oYO5KsUH9pC5v7Q7c2uWBurWPepvd7zY7e73Vx1v5/X1b+0b7VmtqXe2B9ljb1fraoWbWfq/9Wfur9nfDafzc+KXx60z15o18ztfalafx2z/n9NUt</latexit>

y(x) = f(x) + ✏, ✏ ⇠ N (0,�2
n)

f ⇠ GP (, k), y ⇠ GP (m, k + �2
n�i,i0)
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Allowing for noise in the model



E9:309 Advanced Deep Learning

Dropout and its Bayesian Interpretation
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Broad goal
✴ Interpretation of dropout as a Bayesian model 


✓ offers an explanation to some of its properties, such as its ability to avoid 
over-fitting


✓ our insights allow us to treat NNs with dropout as fully Bayesian models, 
and obtain uncertainty estimates over their features.


✴ Mathematically,


➡ we will show that a deep neural network (NN) with arbitrary depth and 
non-linearities, with dropout applied before every weight layer, is 
mathematically equivalent to an approximation to the probabilistic deep 
Gaussian process model
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Dropouts
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Dropout in NN
✴ Reviewing the dropout NN model   quickly for the case of a single hidden 

layer NN. This is done for ease of notation, and the generalisation to 
multiple layers is straightforward. 


✴ Denote by W1,W2 the weight matrices connecting the first layer to the 
hidden layer and connecting the hidden layer to the output layer 
respectively. These linearly transform the layers’ inputs before applying 
some element-wise non-linearity σ(·). Denote by b the biases by which we 
shift the input of the non-linearity. We assume the model to output D 
dimensional vectors while its input is Q dimensional vectors, with K hidden 
units. Thus W1 is a Q × K matrix, W2 is a K × D matrix, and b is a K 
dimensional vector. A standard NN model would  

<latexit sha1_base64="RvSiM/gG+FkXZ2BkP8mCXcBWIns=">AAAOGHicpZfNb9s2FMDVbkk7b9madbddiKUB7NQJbKND10OBNkm7FEWLpPlyGsYCJVMOa4nS9JFIVdXD/oz9NbsNu+62+/6QkZLo58iKsWICElO/9/i++EjahmezIOx0/r5x87PPFxZv3f6i8eVXS19/c2f526PAjXyTHpqu7fp9gwTUZpwehiy0ad/zKXEMmx4b4y0pP76gfsBcfhAmHj1zyIgzi5kkFEhfXshwSOMwN5SOfEp5lqIGNuiI8ZTYbMQzhDlHjVUco8clNxwS+izOGqsInlhPu0IXV2FvBuKLoRsGNaqvpy1iyodTnvJXCEgAC+GAOSjFQufcJDZ6nTVTbLj2MEgc8YGwE2VtdBXts5FDWsKe04xb6DHClk9MEXj6IIsHvTymcTNux4MUez5zaCaVaOyh5vpEtZc1Y7SOpnQGvZaqkhMhnYk5wr7Oqh50lvsoE8hjQXrK3mVCbywntGP9Xemx4lAYFS6FNPeFlbvZBRF1UaXFlr5WjKvFlIWTwRaVE4VH2GCjUbPeoshpYtKJam2idv3UIsePH9VosDaxlANhbHAwJdfTtbWszr40LyJs5QsvZn1AdQ2Qp4Fm20DOuF/XCrlERFAnGqTroqObws86mrHYqu2srEygOmHi6xpXqPB1XYAyK5G59QFy3c6q2f+8K4J19O02GuvbUz0iUNHrKO/5+6rUTdxHbRS35oeUp4+dKXtjaa+yQ6p7Zr3qRNZYtUBu96p8amrhJClCtsqIqRcw2+WoLTtFvcyufrPTljRvJI5gp4jS1VarPW7lJpP6WopKSufKoNy7Q2qH+Z5ts0nMWauR4nMSIpzIjVzqN8WBiY+R3pUmDNTKX3ribIWDrJHpd1a6G538QZ2NR+J5+KAcPOoiJVrRymdXX771Kx66ZuRQHpo2CYLTbscLz1Lih8y0adbAUUA9Yo7JiJ6KIScODc7S/HzP0KogQ2S5vvjjIcrp9IyUOIHsAqEpKxFUZRLWyU6j0PrpLGXci0LKzcKRFdkodJG8ddCQ+dQM7UQMiOkzESsyz4k43kJxNzVEVS0cp0X5DQvFWVawBFii2Htg7xW7BHapmA/MV4wCo4oFwALF3gB7o9gxsGPFdoDtKPYK2CvFHGCOYs+APVPMBGYqZgGzFHsO7LliHjBPsW1g24ptAdtSzABmKHYB7EKxc2Dnij0F9lSxPrC+YifAThR7CeylYkfAjhSzgdmKcWB8Xm5161GXx3/tv7o1GgIbzus1AozMW9+6Hh8BGynmAnMnfj3Z0dPneXlezlvYCFikWAgsnLcJ6jZfnY+6RjkAdqDYPrB9xd4Ceztv820C2/zUZnwB7IVih8AO5zVoPNU9xV0gekg1UVKVJRPZLoh2FdsDtjfvsNjfT+vubZV1v+q1P/F6clKVnUxkUSxEhiv+R3xIffm7Ir0X3wN5UiNPcvn/N9DAnF6aruMQcUeKr5NZWn6npL9w4vsk34TTKlSqyAv1OgWDgQ0ubk2fhHTGCFNGrtPg4lcR5q4QG9TPGuLW7sCtXR2oW/uot9H9caOz11t5slne37e177UftKbW1R5qT7QdbVc71MyFfxYbi3cXv1v6ben3pT+W/ixUb94o59zVrjxLf/0LeAPgaw==</latexit>

ŷ = �(xW1 + b)W2
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Dropout
✴ Dropout is applied by sampling two binary vectors z1, z2 of dimensions Q 

and K respectively. The elements of the vectors are distributed according to 
a Bernoulli distribution with some parameter


✴ Given an input x, (1 − p1) proportion of the elements of the input are set to 
zero.


✴ The output with dropout can be expressed as 

<latexit sha1_base64="A/gzrxxXMzohERnMH2Wgnc5fay0=">AAAOMnicpZdLb9tGEICZtHZStWrj9tjLorYByZEMSUiR5mAgsZ3UQZDAjl9yvBZBUkt5I77Kh02FYQ79E/0j/TPtrei1v6HoLMXVMBQttCgBW8tvZue1s7uS7lk8CDud327d/uTTpeU7dz+rff5F/cuv7q18fRK4kW+wY8O1XL+vawGzuMOOQx5arO/5TLN1i53q4x0hP71ifsBd5yiceOzC1kYON7mhhYDUlaVfaMjiMDOUjHzGnDQhNaqzEXcSzeIjJyXUcUhtncZkK+e6rYU+j9PaOsEnVpMu6NIy7M1BejV0w6BC9VXRImXOsOApe8WAAJiEBtwmCQWdS0OzyKu0kVDdtYbBxIYPQu0obZGP0SEf2VoT7NmNuEm2CDV9zYDAkwdpPOhlMY0bcSseJNTzuc1SocRijzTaM9Ve2ohJmxR0Br2mrJIdEZXDHLCv8rIHlWc+8gSyWIia8Lcp6I3FhFasvs09lhyCUXAJ0swXle7mFwTqIktLTXVjOi4XUxROBDutHBSeUJ2PRo1qi5DTzKQdVdokreqp0xw/fJCjwcbMUgbA2OCoIFeTjY20yr4wDxE2s4WHWe9JVQNkaZD5NhAz7le1QiaBCKpEg6QNHd0AP20yZ7FZ2VlpnkB5wszXDa7I1NdNAYqsIHPzPea6m5az/3EfgrXV3RYZq7uFHgE07XWS9fx9WeoG7ZMWiZuLQ8rSp3bB3ljYK+2Q8p5pl52IGssWyOx+LC9MnTqZTEM284iZF3DLdUhLdIp8mV/9RqclaNZIDsGdAqWrrFZr3MxMTqprCZUUzqVBsXeHzAqzPdvis5hTWJqEXmohoROxk/MJDTgx6SlRu8KGTprZS4/UPNjKlEP4SafVpalofr7VbfVqhSOulqr3Vrubnewhnc1H8Dx8kA8edYkUrSr5s6+u3PmZDl0jspkTGpYWBOfdjhdeJJofcsNiaY1GAfM0Y6yN2DkMHc1mwUWSnfwpWQcyJKbrw58TkowWZySaHYj+AE1Ro6AsE7BKdh6F5g8XCXe8KGSOMXVkRhYJXSLuIzLkPjNCawIDzfA5xEqMSw0OvhBurRrU26RxMl0Y3SRxmk7ZBNlEsnfI3kl2jexaMh+ZLxlDxiQLkAWSvUb2WrJTZKeS7SHbk+wlspeS2chsyZ4ieyqZgcyQzERmSvYM2TPJPGSeZLvIdiXbQbYjmY5Ml+wK2ZVkl8guJXuC7IlkfWR9yc6QnUn2AtkLyU6QnUhmIbMkc5A5i3KrWo+qPP5t/1Wt0RDZcFGvaci0Retb1eMjZCPJXGTuzK8nOrp40ucn6aKFjZBFkoXIwkWboGrzVfmoapQjZEeSHSI7lOwNsjeLNt82su3/2ozPkT2X7BjZ8aIGjQvdM70koIdkE03KsslMto+ifckOkB0sOiwOD5OqG11m3S977c+8np2VZWczWRSDSHfhf+QMmS9+cSRr8RrKJxXySSb//wZq1GHXhmvbGtyR8EUzTfJvm+wnR/N9LduERRUmVMSFepOCztGGA7emr4VszgiXRm7ScOD3EnVcEOvMT2twa3fw1i4P5K190tvsfr/ZOeitPt7O7++7yrfKd0pD6SoPlcfKnrKvHCvG0t/La8vt5c36r/Xf63/U/5yq3r6Vz/lG+eip//UPfMzo9w==</latexit>

pi 2 {0, 1} i = 1, 2
<latexit sha1_base64="mkhhpzTvK9rrWk7VczahDsZQx80=">AAAOe3icpZfdb9NWFMADG4Vlo9DtcS9XK5WS4lZJBGI8VIK2QBECtfQrpbexbOc6vcS+Nv5onRrzsP9yb/tHJu1cxzcnddxo0yy1cX7n3PN1z/VxTN/hYdRq/Xnr9nff31m4e++H+o8/3V988HDp56PQiwOLHVqe4wVd0wiZwwU7jHjksK4fMMM1HXZsDrek/PiCBSH3xEE08tmZawwEt7llRID0pTt/0YglUW4oHQSMiSwldWqyARep4fCByAgVgtRXaEI2Cm66RhTwJKuvELwSPW2DLi3DzgykF30vCitUP0xbpEz0pzzlXzEgADahIXdJSkHn3DIc8iFrpNT0nH44cuGDUDfONHId7fOBazTBnttImmSDUDswLAg8fZIlvU4e07CRaEkvpX7AXZZJJZb4pLE2Ue1kjYSskSmdXqepquTGROewBuzrvOxB57mPIoE8FqKn/HMGekO5QEv0z4XHkkMwCi5Bmvuiyt3shkBdVGmpra+O78vFlIWTwY4rB4Un1OSDQaPaIuQ0MenGlTaJVr10nOO3b+qutzqxlAMw1juYkuvp6mpWZV+ahwib+cbDqq+kqgHyNMhsG8gVj6taIZdABFWiXroGHd0AP2tkxmKzsrOyIoHygomvG1yRsa+bApRZQeb2V8x1Oytn/2YXgnX1bY0M9e2pHgE07nWS9/xjVeoG7RKNJM35IeXpU3fK3lDaK52Q8plZKzuRNVYtkNu9Lp9aOnYyGodsFxEzP+SOJ4gmO0V9md39RkuTNG8kQfCkQOkqq6UNm7nJUXUtoZLSuTIoz26fOVF+ZjU+iTmDrUnpuREROpInuVjQgCcmPSZ6W9owSTP/0oHcfDjLlEP8aUtr00x2P99oa536FRhufyk2dpMFwosdh5OGr7cnmUidzrBKB7OdelbWM/3hcnu9lV+ktf4crmdPipvnbaJEy7Xi2tWX7v5B+54Vu0xElmOE4Wm75UdnqRFE3HJYVqdxyHzDGhoDdgq3wnBZeJbmIyQjK0D6xPYC+BMRyen0itRwQ9looCmLHZZlElbJTuPI/v0s5cKPIyassSM7dkjkETnYSJ8HzIqcEdwYVsAhVmKdG/AEjWD81WHjbJqk4x02bZJk2ZiNkI0Uu0J2pdglskvFAmSBYgwZUyxEFir2EdlHxY6RHSu2g2xHsffI3ivmInMVe4XslWIWMksxG5mt2GtkrxXzkfmKbSPbVmwL2ZZiJjJTsQtkF4qdIztX7CWyl4p1kXUVO0F2otg7ZO8UO0J2pJiDzFFMIBPzcqvaj6o8/m3/Ve1RH1l/Xq8ZyIx5+1vV4wNkA8U8ZN7Ery87enpkFI/keRsbI4sVi5BF8w5B1eGr8lHVKAfIDhTbR7av2Cdkn+Ydvk1km/+1Gd8ie6vYIbLDeQ2aTHXPeNpAD6kmGpVlo4lsF0W7iu0h25v3sNjfT6teDVTW3bLX7sTryUlZdjKRxQmITA/+x6LPAvnTJX2UPEL5qEI+yuX/30CdCnZpea5rwIyEN9YsLV5b2RdhBIGRH8JpFSZV5EC9ScHkaEPA1AyMiM0Y4crITRoCfnhR4YHYZEFWh6ndwqldvlFT+6iz3n663trrLL/YLOb3vdqvtd9qjVq79qz2orZT260d1qyFNwvuwsXC5f2/F5cXVxe1sertW8WaX2rXrsWn/wBLsv6V</latexit>

z1q ⇠ Bernoulli(p1)

z2k ⇠ Bernoulli(p2)

<latexit sha1_base64="2h6uVOT23Nksp2YV4hTkmhFzoyc=">AAAOwnicpZfdctNGFIANbQN12xTay97sFDKVg5OxPXQoF5mBEGgYBiaQPwc20UjyylksrRT9BBkhLvoAfZretu/Rt+nZldbHKIqnne5MHPk7Z8/fnt2V7dDjcdLr/X3l6meff7F07fqX7a++/mb52xs3vzuIgzRy2L4TeEE0tK2YeVyw/YQnHhuGEbN822OH9uSRlB+esyjmgdhLpiE79q2x4C53rASQeXPpJ5qwLFGG8nHEmChy0qY2G3ORWx4fi4JQIUh7hWZko+K2byURz4r2CsGRmXkfdGkdDi5Aej4KkrhB9cW8RcrEaM6T+ooBAXAJjblPcgo6p47lkReFkVM78Ebx1Id/hPpp0SWfol0+9q0O2PONrEM2CHUjy4HA87tFdjJQMU2MrJud5DSMuM8KqcSykBhrM9VBYWRkjczpnAw6ukp+SkwOc8C+yeseTK58VAmoWIiZ87cF6E3khG5mvq081hyCUXAJUuWLancXFwTqoktLXXO1fK4XUxZOBltWDgpPqM3HY6PZIuQ0M+mnjTZJt3lqmePHj/rpZHVmSQEwdrI3Jzfz1dWiyb40DxF21MLDrA+kqQFUGuRiG8gZd5paQUkggibRSb4GHW2AnzVywWKnsbOKKoH6hJmvS1yR0tdlAcqsIHP3A+a6VdSz/3UHgvXNrS6ZmFtzPQKo7HWiev6OLrVBh6RLss7ikFT61J+zN5H2ajukvmfW6k5kjXULKLufyuemlk6mZchuFTELY+4FgnRlp+gvF1ff6HUlVY0kCO4UKF1jtbqTjjI5ba4lVFI61wbl3h0xL1F7tstnMReddk5PrYTQqdzIlb4BB6ZBXxOzT+ghfKo8bNIp4UBBDLBU3BhxC9qXvlf6MlelukGQwxQY7ZUQDgTKoQh5r9unhVTmG/3uoL0CSnn/rGqPTRaJIPU8ToxQ2tT1kEqDSZPSXEx45LYL88at/npPDdJbvw/j3t3q4X6faNGtVjV2zJvXfqOjwEl9JhLHs+L4Tb8XJse5FSXc8VjRpmnMQsuZWGP2Bh6F5bP4OFc3UUFWgIyIG0TwJxKi6PyM3PJj2a+gKdcsrsskbJK9SRP3l+OcizBNmHBKR27qkSQg8n6ESkfMSbypLLkTcYiVOKcWHMQJ3KJtWH+XZnnZKLZLsqIo2RTZVLP3yN5r9g7ZO80iZJFmDBnTLEYWa/YK2SvNDpEdaraNbFuz58iea+Yj8zV7jOyxZg4yRzMXmavZE2RPNAuRhZptIdvS7BGyR5rZyGzNzpGda3aK7FSzh8geajZENtTsCNmRZs+QPdPsANmBZh4yTzOBTCzKrWk9mvL4t/3XtEYjZKNFvWYhsxatb1OPj5GNNQuQBTO/oezo+ZunOtkXLWyKLNUsQZYs2gRNm6/JR1Oj7CHb02wX2a5mr5G9XrT5NpFt/tdmfIrsqWb7yPYXNWg21z3lrQU9pJtoWpdNZ7IdFO1o9hLZy0WHxe5u3vSGobMe1r0OZ16Pjuqyo5kszUBkB/CZihGL5C+g/HZ2G+XTBvlUyf+/gTYV7J0T+L4FdyS8+BZ59fbLzoQVRZbahPMqTKrIC/UyBZujDQG3ZmQl7IIRro1cpiHg9xsVAYhtFhVtuLV7eGvXH/StfTBY7/+83ns5uPVgs7q/r7d+aP3YMlr91r3Wg9Z2a6e133KWfl/6Y+nPpb+Wt5bfLp8tx6Xq1SvVnO9bn4zlD/8AwYMR1g==</latexit>

ŷ = �(x(Z1W1) + b)(Z2W2)

Z1 = diag(z1) Z2 = diag(z2)
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Loss function
✴ Loss in regression networks 


✴ Loss in classification networks


✴ With L2 regularization, the total loss is  

<latexit sha1_base64="1Hw3WFn/1KjB0jy6oE6fl22ujj8=">AAAO+nicpZdLb9tGEICVtHVStXWT9tjLookBypUNSUiR5mAgcZw0QZDAiV9ysjZBUkt5I77Ch0OGZg79Kb0VvfY39D/0P/Tanju75GoYmhZalIBl6pvZee0shzIDh0fxYPDHpcsfffzJ0pWrn3Y/+/yL5S+vXf9qP/KT0GJ7lu/44dg0IuZwj+3FPHbYOAiZ4ZoOOzBn94X84JSFEfe93TgL2JFrTD1uc8uIAenXl3QaszSWhvJpyJhX5KRLTTblXm44fOoVhHoe6a7QlGxU3HSNOORp0V0heKV6PgRd2oSjc5CeTvw4alF9VrdImTepeZJfMSAANqERd0lOQefEMhzyrNByavrOJMpc+EeomxR98iHa4VPX6IE9V0t7ZINQOzQsCDy/VaTHIxnTTEv76XFOg5C7rBBKLA2ItjZXHRVaStZITed41FNVchOic1gD9nXe9KBz6aNKQMZC9Jy/LkBvJhb0U/115bHhEIyCS5BKX1S5O78hUBdVWmrrq+V9s5iicCLYsnJQeEJNPp1q7RYhp7lJN2m1SfrtS8sc379Xd8erc0sSgLHj3Zpcz1dXizb7wjxE2JMbD6vOSFsDyDTI+TYQK75rawUpgQjaRMf5GnS0Bn7WyDmLvdbOKqoEmgvmvi5wRUpfFwUosoLM7TPMdatoZv/jNgTr6lt9MtO3aj0CqOx1Inv+O1VqjY5Jn6S9xSHJ9KlbszcT9honpHlm1ppORI1VC0i7H8prS0snWRmyXUXMgog7vkf6olPUl/O7rw36gspG8gieFChda7X6s540mbXXEiopnCuD4uxOmBPLM9vn85gL2JqcnhgxoZk4ydUCDZ6YGn1J9CGhB/ApEzFJr4QjCWsRlpobE25AA9N3coHIVupuEOSwBq7uSgCPBMqhDPmgP6SFUOYbw/6ouwJK+fBN1SCbLPT8xHE40QJhU/kTSqNZmxIG9UA9v4h8DInzFSWuqO0ZnL9M3MBOl5mXFGrUrT2qu4V+7cZwfSAvMli/A9ftW9XNnSFRohud6trWr1/5iU58K3GZF1uOEUWvhoMgPsqNMOaWw4ouTSIWGNbMmLJXcOsZLouOcjnBCrICZEJsP4Q/LyaS1lfkhhuJPgdNsddRUyZgm+xVEts/HOXcC5KYeVbpyE4cEvtEzFXYn5BZsZOJjbJCDrES68SA0sUwfbvQNzZN87LBTJukRVGyDFmm2Dtk7xR7i+ytYiGyUDGGjCkWIYsUe4HshWIHyA4Ue4TskWJPkT1VzEXmKvYA2QPFLGSWYjYyW7GHyB4qFiALFNtCtqXYfWT3FTORmYqdIjtV7ATZiWL3kN1TbIxsrNghskPFniB7otg+sn3FHGSOYh4yb1FubfvRlse/7b+2PZogmyzqNQOZsWh/23p8imyqmI/Mn/sNREfXJ1Y1ERZtbIIsUSxGFi86BG2Hr81HW6PsIttVbAfZjmIvkb1cdPg2kW3+12Z8jOyxYnvI9hY1aFrrnnLYQQ+pJsqasmwu20bRtmLPkT1f9LDY2cnb3kxU1uOm1/Hc6+FhU3Y4lyUpiEwfPhNvwkLxyym/md5EedYiz6T8/xvoUo+9tXzXNWBGwgtzkVdvzeyNZ4ShIQ9hXYUJFTFQL1IwOdrwYGqGRszOGeHKyEUaHvzuo54PYpOFRRem9gCndvNGTe390frw+/XB89GNu5vV/L7a+abzbUfrDDu3O3c7jzrbnb2OtfT70p9Lfy39vXy2/PPyL8u/lqqXL1Vrvu58cC3/9g8xAiU9</latexit>

E =
1

2N

X

n

||yn � ŷn||2

<latexit sha1_base64="pKl+XbscT9AZvEiPU1vCrqHV38w=">AAAPW3icpZdbc9NGFIANtIS6lEA7ferLTiFTOzgZ20OH8pAZCIHCMDCB3BzYRCPJK2extBK6BAkhHvrL+jf60P/Ssyuvj6IonnaqmTjyd86e257Vka3A5VHc7/916fKVr76+unTtm/a317+7sXzz1vf7kZ+ENtuzfdcPR5YZMZcLthfz2GWjIGSmZ7nswJo+lvKDUxZG3Be7cRawI8+cCO5w24wBGbeu/kljlsbKUD4JGRNFTtrUYhMuctPlE1EQKgRpr9CUbMy45ZlxyNOivULwSo18ALq0DofnID0d+3HUoPqqapEyMa54Ul8xIAAOoRH3SE5B58Q2XfKq6OTU8t1xlHnwj1AvKXrkLNrhE8/sgj2vk3bJBqFOaNoQeH6vSI+HKqZpJ+2lxzkNQu6xQiqxNCCdtbnqsOikZI1UdI6HXV0lLyEGhzVg3+B1DwZXPmYJqFiIkfP3BehN5YJearyfeaw5BKPgEqTKF9Xuzm8I1EWXljrGanlfL6YsnAy2rBwUnlCLTyadZouQ09yklzTaJL3mpWWOX77ou+PVuSUFwNjxbkVu5KurRZN9aR4i7KqNh1WfSVMDqDTI+TaQK+42tYKSQARNouN8DTq6A37WyDmL3cbOKmYJ1BfMfV3gipS+LgpQZgWZO58x162inv3v2xCsZ2z1yNTYqvQIoLLXier5u7rUHToiPZJ2F4ek0qdexd5U2qudkPqZWas7kTXWLaDsnpVXlpZOsjJkZxYxCyLu+oL0ZKfoL+d3v9PvSaoaSRA8KVC6xmr1pl1lMmuuJVRSOtcG5dkdMzdWZ7bH5zEXsDU5PTFjQjN5kmcLOvDE7NC3xBgQegCfKhGLdEs4VLASYam5MeYmNDD9pBbIbJXuBkEOa+BqrwTwSKAcypD3ewNaSGW+MegN2yuglA8+zBpkk4XCT1yXk04gbWp/Umk4bVKqBPVEP8CIeg7JAxYlnizuZziAmbyBrS5TLykUqa1AAPbFWNZDW1CPUSXLSlkXZk1pLx8TLCc5o0hyQapSeHhXZkG7MG7eHqz31UX66w/gun9vdvNgQLTodmt2bRu3lv6gY99OPCZi2zWj6N2gH8RHuRnG3HYZmE8iFpj21Jywd3ArTI9FR7kakQVZATImjh/Cn4iJotUVuelF8iCBpmymqC6TsEn2Lomd345yLoIkZsIuHTmJS2KfyMENDRAyO3Yz2Ql2yCFWYp+YUNgYxnsbGtOhaV52sOWQtChKliHLNPuE7JNmH5F91CxEFmrGkDHNImSRZm+QvdHsANmBZs+QPdPsJbKXmnnIPM2eIHuimY3M1sxB5mj2FNlTzQJkgWZbyLY0e4zssWYWMkuzU2Snmp0gO9HsEbJHmo2QjTQ7RHao2QtkLzTbR7avmYvM1UwgE4tya9qPpjz+bf817dEY2XhRr5nIzEX729TjE2QTzXxk/txvIDu6OhJnI2fRxibIEs1iZPGiQ9B0+Jp8NDXKLrJdzXaQ7Wj2FtnbRYdvE9nmf23G58iea7aHbG9Rg6aV7imnKfSQbqKsLsvmsm0UbWv2GtnrRQ+LnZ286dVHZz2qex3NvR4e1mWHc1mSgsjy4TMRYxbKn2b5nfQOyrMGeabk/99Amwr20fY9z4QZCW/kRT57LWcfhBmGpjqEVRUmVeRAvUjB4mhDwNQMzZidM8K1kYs0BPywpMIHscXCog1Tu49Tu36jp/b+cH3w63r/9fD2w83Z/L7W+qn1c6vTGrTutx62nrW2W3ste+mXpZdL+0sHN/5evrLcXr5eql6+NFvzQ+vMtfzjPwG7QrE=</latexit>

p̂nd =
exp(ŷnd)P
d0 exp(ŷnd0)

<latexit sha1_base64="825MmKT7Ez3TWZYL0YvqYXqE6d4=">AAAPjXicpZdZb9tGEICVtI1T9VDSPvZl0cSA5MiGJCRIA9RF4jgXggROfMnO2gRJreSNyCXDwyHDMAX61P7E/o3+gs4utRqapoUWISCb+mZ2rp3lUJbv8DDq9f6+dPmLL7+6snT16+Y33373feva9R/2Qi8ObLZre44XDC0zZA4XbDfikcOGfsBM13LYvjV9KOX7pywIuSd2otRnR645EXzMbTMCZFy/8g+NWBIpQ9kkYEzkGWlSi024yEyHT0ROqBCkuUwTsj7jlmtGAU/y5jLBKzGyPujSKhycg/R05EVhjerLskXKxKjkSX3FgACMCQ25SzIKOie26ZCXeTujlueMwtSFf4S6cd4lZ9E2n7hmB+y57aRD1gkdB6YNgWe38+R4oGKatpNucpxRP+Auy6USS3zSXp2rDvJ2QlZJSed40NFVcmNicFgD9g1e9WBw5WOWgIqFGBl/m4PeVC7oJsbbmceKQzAKLkGqfFHt7vyGQF10aenYWCnuq8WUhZPBFpWDwhNq8cmkXW8RcpqbdONam6Rbv7TI8dMnfXe8MrekABg73inJjWxlJa+zL81DhB218bDqI6lrAJUGOd8GcsWtulZQEoigTnScrUJHt8HPKjlnsVPbWfksgeqCua8LXJHC10UByqwg8/FHzHUzr2b/ZAuCdY3NLpkam6UeAVT0OlE9f0uXuk2HpEuSzuKQVPrULdmbSnuVE1I9M6tVJ7LGugWU3bPy0tLCSVqEPJ5FzPyQO54gXdkp+sv53W/3upKqRhIETwqUrrZa3WlHmUzrawmVlM61QXl2R8yJ1Jnt8nnMOWxNRk/MiNBUnuTZgjY8Mdv0kBh9Qvfhr0rEIp0CDhQsRVhoro+4CQ1MP6gFMlulu06Qwxq4mss+PBIohzJkvW6f5lKZr/e7g+YyKGX9d7MG2WCB8GLH4aTtS5van1QaTOuUSkE90g8wop5D8oCFsSuL+xEOYCpvYKuL1AsKRYJcJPHBgRjJgmgT6jmqZGkh68CwKQxmI4L1JGcUSSZIWQpPbxnWKsZVCsvxJoR8Qv82fPK8WZoezdy4dqO/1lMX6a3dg+vu7dnNvT7RohuN2bVlXF/6g448O3aZiGzHDMM3/Z4fHWVmEHHbYWA+Dplv2lNzwt7ArTBdFh5laqjmZBnIiIy9AD4iIoqWV2SmG8qjB5qy/cKqTMI62Zs4Gv9ylHHhxxETduFoHDsk8ogc9dAyAbMjJ5W9YwccYiX2iQlFi+CFoAmtPKZJVvS8NSaJLJNkKbJUsw/IPmj2Htl7zQJkgWYMGdMsRBZq9hrZa832ke1r9hTZU81eIHuhmYvM1ewRskea2chszcbIxpo9RvZYMx+Zr9kmsk3NHiJ7qJmFzNLsFNmpZifITjR7gOyBZkNkQ80OkB1o9hzZc832kO1p5iBzNBPIxKLc6vajLo//2n91ezRCNlrUayYyc9H+1vX4BNlEMw+ZN/fry44uD9HZkFq0sTGyWLMIWbToENQdvjofdY2yg2xHs21k25odIjtcdPg2kG3832Z8huyZZrvIdhc1aFLqnmL+Qg/pJkqrsnQu20LRlmavkL1a9LDY3s7qXpZ01sOq1+Hc68FBVXYwl8UJiCwP/sZixAL5Yy67mdxEeVojT5X88w00qWDvbc91TZiR8A6fZ7MXefZOmEFgqkNYVmFSRQ7UixQsjjYETM3AjNg5I1wbuUhDwE9RKjwQWyzImzC1ezi1qzd6au8N1vp31nqvBjfub8zm99XGT42fG+1Gv3G3cb/xtLHV2G3YSwdLvy/9ufRXq9W60/q19VuhevnSbM2PjTNX68m/XlVUXw==</latexit>

E = � 1

N

X

n

log p̂ncn

<latexit sha1_base64="LZtkfcHi62RJtSxe4thl7CdOi6s=">AAAPn3icpZdZb9tGEICVNK1T9XDSPvZl28SA5MiCJKRI82AgsZ0LQQInvuR4bYGkVvJG5JLhYZNhmIf+g762v6z/prNLroamaaFFCcimvpmda2c5lOnZPAh7vb+vXf/ixpdfLd38uvnNt999v3zr9g/7gRv5FtuzXNv1h6YRMJsLthfy0GZDz2eGY9rswJxtSvnBGfMD7ordMPHYsWNMBZ9wywgBjW4v3aAhi0NlKJ36jIksJU1qsikXqWHzqcgIFYI0V2hM1gtuOkbo8zhrrhC84lHaB11ahYNLkJ6N3TCoUX1dtkiZGJc8qa8YEIAJoQF3SEpB59QybPI6a6XUdO1xkDjwj1AnyjrkItrhU8dogz2nFbfJOqET37Ag8PR+Fp8MVEyzVtyJT1Lq+dxhmVRisUdaa3PVQdaKyRop6ZwM2rpKTkRGHNaA/RGvehhx5aNIQMVCRil/n4HeTC7oxKP3hceKQzAKLkGqfFHt7vKGQF10aelktJrfV4spCyeDzSsHhSfU5NNpq94i5DQ36US1Nkmnfmme4+fP+u5kdW5JATB2sluSj9LV1azOvjQPEbbVxsOqT6SuAVQa5HIbyBX36lpBSSCCOtFJugYd3QI/a+SSxXZtZ2VFAtUFc19XuCK5r6sClFlB5pNPmOtWVs3+2TYE64y2OmQ22ir1CKC814nq+Xu61C06JB0StxeHpNKnTsneTNqrnJDqmVmrOpE11i2g7F6Ul5bmTpI85EkRMfMCbruCdGSn6C+Xd7/V60iqGkkQPClQutpqdWZtZTKpryVUUjrXBuXZHTM7VGe2w+cxZ7A1KT01QkITeZKLBS14YrboOzLqE3oAf1UiJmnncKBgKcJcc33MDWhg+lEtkNkq3XWCHNbA1Vzx4JFAOZQh7XX6NJPKfL3fGTRXQCntfygaZIP5wo1sm5OWJ21qf1JpMKtTKgX1RD/AiHoOyQMWRI4s7ic4gIm8ga3OU88pFAlykcQDB2IsC6JNqOeokiW5rA3DJjeYjgnWk1xQJKkgZal8esu41jCwUly2OyXkMwZgwQcsNi2QyWod9bvd7tZxszRPmtno1p1+t6cu0us+hOvB/eLmYZ9o0Z1GcW3D3Pydjl0rcpgILdsIgqN+zwuPU8MPuWWzrEmjgHmGNTOm7AhuheGw4DhVYzYjK0DGZOL68BEhUbS8IjWcQB5G0JQNGVRlEtbJjqJw8ttxyoUXhUxYuaNJZJPQJXL4QxP5zArtRHaT5XOIlVinBlQxhFeEJjT3hMZpfgrMCYmzLGcJskSzj8g+anaO7FwzH5mvGUPGNAuQBZq9RfZWswNkB5o9R/Zcs1fIXmnmIHM0e4LsiWYWMkuzCbKJZk+RPdXMQ+ZptoVsS7NNZJuamchMzc6QnWl2iuxUs8fIHms2RDbU7BDZoWYvkb3UbB/ZvmY2MlszgUwsyq1uP+ry+Lf9V7dHY2TjRb1mIDMW7W9dj0+RTTVzkblzv57s6PJYLcbWoo2NkEWahcjCRYeg7vDV+ahrlF1ku5rtINvR7B2yd4sO3wayjf/ajC+QvdBsD9neogaNS92TT2ToId1ESVWWzGXbKNrW7A2yN4seFjs7ad3rk856WPU6nHs9PKzKDueyKAaR6cLfSIyZL3/epXfjuyhPauSJkv9/A00q2LnlOo4BMxLe6rO0eLVnH4Th+4Y6hGUVJlXkQL1KweRoQ8DU9I2QXTLCtZGrNAT8OKXCBbHJ/KwJU7uHU7t6o6f2/qDb/7XbezO482ijmN83Gz81fmm0Gv3Gg8ajxvPGdmOvYS3Nlv5Y+nPpr+Wfl58tv17ezlWvXyvW/Ni4cC0f/gMe41i9</latexit>

cn 2 [1...D]

<latexit sha1_base64="zCccBHXdTsgfA2IGwHmzMcm4GJE=">AAAQBnicpZdLb9tGEICV9GFXfThpj70smhiQHFmQ1BRpDgYSx04TBAmc+CXHaxMktZI34it8OGRo5tBTf01vRa/9Db31n/TY2SVXQ1O00KIEZFPfzM5rZzmi4Vk8CHu9v65d/+jjTz5dWv6s+fkXX361cuPm1weBG/km2zddy/WHhh4wiztsP+ShxYaez3TbsNihMX0k5IfnzA+46+yFicdObH3i8DE39RCQdnNpSkMWh9JQOvEZc7KUNKnBJtxJdYtPnIxQxyHNVRqTjYIbth76PM6aqwSvWEv7oEurcDAH6fnIDYMa1Rdli5Q5o5In+RUDAjAmNOA2SSnonJm6RV5krZQarjUKEhv+EWpHWYdcRrt8YuttsGe34jbZIHTs6yYEnt7N4tOBjGnaijvxaUo9n9ssE0os9khrfaY6yFoxWSclndNBW1XJjojGYQ3Y13jVg8aljyIBGQvRUv4mA72pWNCJtTeFx4pDMAouQSp9UeVufkOgLqq0dKyt5ffVYorCiWDzykHhCTX4ZNKqtwg5zUzaUa1N0qlfmuf44YO6O12bWZIAjJ3uleRauraW1dkX5iHCttx4WHVB6hpApkHm20CsuFPXClICEdSJTtN16OgW+FkncxbbtZ2VFQlUF8x8XeGK5L6uClBkBZmPLzDXraya/U87EKytbXXIVNsq9QigvNeJ7Pk7qtQtOiQdErcXhyTTp3bJ3lTYq5yQ6plZrzoRNVYtIO1elpeW5k6SPORxETHzAm65DumITlFf5ne/1esIKhvJIXhSoHS11epM29JkUl9LqKRwrgyKsztiVijPbIfPYs5ga1J6poeEJuIkFwta8MRs0ddE6xN6CH9lIgZp53AgYSnCXHNjxHVoYPpeLhDZSt0NghzWwNVc9eCRQDmUIe11+jQTynyj3xk0V0Ep7b8tGmST+Y4bWRYnLU/YVP6E0mBap1QKals9wIh8DokDFkS2KO4FHMBE3MBW56nnFIoEuQjigQNnJAqiTMjnqJQluawNwyY3mI4I1pNcUiSpQ8pS8fQWca1jYKW4LHdCyAcMwIRPJh4fJghFuY773W5366SJm72dgXvf9dwoFNFui32yYISOdLEjFxdy9yBfSK0kGRSSwZzkeyExJG6WxlYz027c6nd78iK97n247t0tbu73iRLdahTXDoznn+nINSObOaFp6UFw3O954Umq+yE3LZY1aRQwTzen+oQdw62j2yw4SeU0z8gqkBEZuz58nJBIWl6R6nYgzjxoilIEVZmAdbLjKBz/eJJyx4tC5pi5o3FkkdAl4jcG9KrPzNBKRNOaPodYiXmmw2aF8EukCWdoTOM0r78xJnGW5SxBlij2Htl7xd4he6eYj8xXjCFjigXIAsVeIXul2CGyQ8WeIHui2HNkzxWzkdmKbSPbVsxEZio2RjZW7DGyx4p5yDzFtpBtKfYI2SPFDGSGYufIzhU7Q3am2ENkDxUbIhsqdoTsSLFnyJ4pdoDsQDELmaWYg8xZlFvdftTl8W/7r26PRshGi3pNR6Yv2t+6Hp8gmyjmInNnfj3R0eXpXUzHRRsbIYsUC5GFiw5B3eGr81HXKHvI9hTbRbar2Gtkrxcdvk1km/+1GZ8ie6rYPrL9RQ0al7onH/zQQ6qJkqosmcl2ULSj2EtkLxc9LHZ307pfaSrrYdXrcOb16KgqO5rJohhEhgt/I2fEfPEWmd6Ob6M8qZEnUv7/DTSpw96Zrm3rMCPh5SFLizcI9tbRfV+Xh7CswoSKGKhXKRgcbTgwNX09ZHNGuDJylYYD78DUcUFsMD9rwtTu4dSu3qipfTDo9n/o9l4Obj3YLOb3cuPbxneNVqPfuNd40HjS2GnsN8ylP5f+Xr62fH3ll5VfV35b+T1XvX6tWPNN49K18sc/cFV7/Q==</latexit>

Edropout = E + �1||W1||2 + �2||W2||2 + �3||b||2



E9:309 Advanced Deep Learning

Gaussian process

✴ To model the data we have to choose a covariance function K(X1, X2) for the 
Gaussian distribution. This function defines the (scalar) similarity between 
every pair of input points K(xi , xj ). 


✴ Given a finite dataset of size N this function induces an N × N covariance 
matrix which we will denote K := K(X, X). 

<latexit sha1_base64="uvJ+1gLYANYYZnmy4hOiS/oyMJ8=">AAAQoHicpZdbb9s2FIDdbl097+Zsj3sh2gawU8ewvQ5dHwK0adKlKNolzc1JmAiSTDmsJUrVJZWqqA/7CXvd/tj+zQ4p0VQUxdgwAUmU7xyeG88hbcOzaRAOBn/fuv3Z53e+uNv8svXV1998+1176fuDwI18k+ybru36Y0MPiE0Z2Q9paJOx5xPdMWxyaMyec/nhBfED6rK9MPHIqaNPGbWoqYeAtKXmHRySOBSG0qlPCMtS1MIGmVKW6jadsgxhxlBrGcdoreCGo4c+jbPWMlJPrKVD0MVVOLoG8cXEDYMa1Tdli5iwScmT+FcFBMBCOKAOSjHonJu6jd5knRQbrj0JEgf+IOxEWQ9dRbt06uhdsOd04i5aQ9jydRMCTx9l8dlIxDTrxL34LMWeTx2ScSUSe6izOlcdZZ0YraKSztmoK6vkREijsAbsa7TqQaPCR5GAiAVpKX2Xgd6ML+jF2rvCY8UhGAWXIBW+sHR3fUOgLrK02NJW8vdqMXnheLB55aDwCBt0Ou3UW4Sc5iadqNYm6tUvzXP89Em+na3MLQkAxs72SnItXVnJ6uxz8xBhV2w8rLpEdQ0g0kDX24CveFjXCkICEdSJztJV6OgO+FlF1yx2azsrKxKoLpj7usEVyn3dFCDPCjK3LlWuG1k1+1+3IVhH2+ihmbZR6hFAea8j0fMPZak7eIx6KO4uDkmkj52SvRm3V5mQ6sysVp3wGssWEHavyktLcydJHrJVREy8gNouQz3eKfKf67vfGfQ4FY3EkJoUKF1ttXqzrjCZ1NcSKsmdS4N8difEDsXM9ug85gy2JsXneohwwie5WNCBE7ODj5E2RPgQfotEDNTN4UjAUoS55tqE6tDA+KNYwLMVumtIcVgDT2vZgyMBUyhDOugNccaV6dqwN2otg1I6fF80yDrxmRvZNkUdj9uU/rjSaFanVApqUx5gSJxDfMCCyOHFvYQBTPgLbHWeek6hSJALJx44YBNeEGlCnKNCluSyLlw2ucF0glQ90RVFlDJUlvLTm8e1qgIrxWW7U4Q+qQBM+Mn48WGCkJfrZNjv9zdO+ZbJ3d7MwL/vem4U8nA3+UbZcIdOdL4ll5di+yBhyK0kGRWS0TXJT1xiCNyC8bksNda4fmyvDOAAbi38io8G/B130Xw78FF+7NV1/tURtrgJeX3gUIcTEL9E2htUMqYu1Famte8P+wPxoEH/CTyPHxUvT4ZIiu43imdbW7r7O564ZuQQFpq2HgQnw4EXnqa6H1LTJlkLRwHxdHOmT8kJvDLdIcFpKj5nZGgZyARZrg8/LESCllekuhPwVECT5xhUZRzWyU6i0PrlNKXMi0LCzNyRFdkodBH/9ANT5BMztBM+TqZPIVZknutQpxA+I7Vgui0cp3lhDQvFWZazRLFEso+KfZTsg2IfJPMV8yUjihHJAsUCyd4q9layQ8UOJdtSbEuy14q9lsxRzJFsU7FNyUzFTMksxSzJXij2QjJPMU+yDcU2JHuu2HPJDMUMyS4Uu5DsXLFzyZ4p9kyysWJjyY4UO5LslWKvJDtQ7EAyWzFbMqYYW5Rb3X7U5fFv+69ujyaKTRb1mq6Yvmh/63p8qthUMlcxd+7X4x1dPpSKe3vRxkaKRZKFioWLhqBu+Op81DXKnmJ7ku0qtivZsWLHi4ZvXbH1/9qMLxV7Kdm+YvuLGjQudU/+kQR6SDZRUpUlc9m2Em1LtqPYzqLDYnc3rfv8KLMeV72O516Pjqqyo7ksikFkuPA7YhPi8++36YP4gZInNfJEyP+/gRZm5IPpOo4OdyR8rcnS4rsNec9039fFEJZVCFfhF+pNCgZVNhjcmr4ekmtGqDRykwaDb+eYuSA2iJ+14NYeqFu7+iJv7YNRf/hzf7Azuv90vbi/m40fG/cancaw8bjxtLHV2G7sN8ym3fyj+Wfzr/a99lb7t/ZOrnr7VrHmh8aVp338DxEprKM=</latexit>

f |X ⇠ GP (0,K(X,X))

Y|f ⇠ N (f ,
1

⌧
IN )
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Variational Inference
✴ The output probability distribution on some unseen test data 


✴ condition the model on a finite set of random variables ω 


✓ like the weights of the model.


✴ The distribution p(ω|X, Y) cannot usually be evaluated analytically. Instead 
we define an approximating variational distribution q(ω)

<latexit sha1_base64="TuVUofFHOpZFN6qRSlHY3orsQYk=">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</latexit>

p(y⇤|x⇤,X,Y) =

Z
p(y⇤|x⇤,!)p(!|X,Y)d!
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Forming a suitable approximation for the weight matrices 

✴ M1 and M2 are full matrices and z1 and z2 are binary vectors with Bernoulli 
distribution parameterized using p1 and p2.


✴ In this scenario, maximizing the evidence lower bound gives


➡ Very similar to the error function optimized in DNN training 

<latexit sha1_base64="kOADNFEN0fDe+/mDuoMPBjU2OiE=">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</latexit>

LGP ⇡ �
NX

n=1

||yn � ŷn||2 �
p1

2
||M1||2 ��p2

2
||M2||2

<latexit sha1_base64="zCccBHXdTsgfA2IGwHmzMcm4GJE=">AAAQBnicpZdLb9tGEICV9GFXfThpj70smhiQHFmQ1BRpDgYSx04TBAmc+CXHaxMktZI34it8OGRo5tBTf01vRa/9Db31n/TY2SVXQ1O00KIEZFPfzM5rZzmi4Vk8CHu9v65d/+jjTz5dWv6s+fkXX361cuPm1weBG/km2zddy/WHhh4wiztsP+ShxYaez3TbsNihMX0k5IfnzA+46+yFicdObH3i8DE39RCQdnNpSkMWh9JQOvEZc7KUNKnBJtxJdYtPnIxQxyHNVRqTjYIbth76PM6aqwSvWEv7oEurcDAH6fnIDYMa1Rdli5Q5o5In+RUDAjAmNOA2SSnonJm6RV5krZQarjUKEhv+EWpHWYdcRrt8YuttsGe34jbZIHTs6yYEnt7N4tOBjGnaijvxaUo9n9ssE0os9khrfaY6yFoxWSclndNBW1XJjojGYQ3Y13jVg8aljyIBGQvRUv4mA72pWNCJtTeFx4pDMAouQSp9UeVufkOgLqq0dKyt5ffVYorCiWDzykHhCTX4ZNKqtwg5zUzaUa1N0qlfmuf44YO6O12bWZIAjJ3uleRauraW1dkX5iHCttx4WHVB6hpApkHm20CsuFPXClICEdSJTtN16OgW+FkncxbbtZ2VFQlUF8x8XeGK5L6uClBkBZmPLzDXraya/U87EKytbXXIVNsq9QigvNeJ7Pk7qtQtOiQdErcXhyTTp3bJ3lTYq5yQ6plZrzoRNVYtIO1elpeW5k6SPORxETHzAm65DumITlFf5ne/1esIKhvJIXhSoHS11epM29JkUl9LqKRwrgyKsztiVijPbIfPYs5ga1J6poeEJuIkFwta8MRs0ddE6xN6CH9lIgZp53AgYSnCXHNjxHVoYPpeLhDZSt0NghzWwNVc9eCRQDmUIe11+jQTynyj3xk0V0Ep7b8tGmST+Y4bWRYnLU/YVP6E0mBap1QKals9wIh8DokDFkS2KO4FHMBE3MBW56nnFIoEuQjigQNnJAqiTMjnqJQluawNwyY3mI4I1pNcUiSpQ8pS8fQWca1jYKW4LHdCyAcMwIRPJh4fJghFuY773W5366SJm72dgXvf9dwoFNFui32yYISOdLEjFxdy9yBfSK0kGRSSwZzkeyExJG6WxlYz027c6nd78iK97n247t0tbu73iRLdahTXDoznn+nINSObOaFp6UFw3O954Umq+yE3LZY1aRQwTzen+oQdw62j2yw4SeU0z8gqkBEZuz58nJBIWl6R6nYgzjxoilIEVZmAdbLjKBz/eJJyx4tC5pi5o3FkkdAl4jcG9KrPzNBKRNOaPodYiXmmw2aF8EukCWdoTOM0r78xJnGW5SxBlij2Htl7xd4he6eYj8xXjCFjigXIAsVeIXul2CGyQ8WeIHui2HNkzxWzkdmKbSPbVsxEZio2RjZW7DGyx4p5yDzFtpBtKfYI2SPFDGSGYufIzhU7Q3am2ENkDxUbIhsqdoTsSLFnyJ4pdoDsQDELmaWYg8xZlFvdftTl8W/7r26PRshGi3pNR6Yv2t+6Hp8gmyjmInNnfj3R0eXpXUzHRRsbIYsUC5GFiw5B3eGr81HXKHvI9hTbRbar2Gtkrxcdvk1km/+1GZ8ie6rYPrL9RQ0al7onH/zQQ6qJkqosmcl2ULSj2EtkLxc9LHZ307pfaSrrYdXrcOb16KgqO5rJohhEhgt/I2fEfPEWmd6Ob6M8qZEnUv7/DTSpw96Zrm3rMCPh5SFLizcI9tbRfV+Xh7CswoSKGKhXKRgcbTgwNX09ZHNGuDJylYYD78DUcUFsMD9rwtTu4dSu3qipfTDo9n/o9l4Obj3YLOb3cuPbxneNVqPfuNd40HjS2GnsN8ylP5f+Xr62fH3ll5VfV35b+T1XvX6tWPNN49K18sc/cFV7/Q==</latexit>

Edropout = E + �1||W1||2 + �2||W2||2 + �3||b||2
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Obtaining the model uncertainity
✴ Train the model using dropout and L2 regularization 


✴ Under the assumed q distribution


✓ Estimate the first order and second statistics of the output given the 
input


✓ Approximately equal to 


๏ First order and second statistic of the output with different dropouts for 
the given the input. 


๏ The first order moment is 

<latexit sha1_base64="ccA8ae9CUTQs2y49iquuAq3YH8Q=">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</latexit>

Eq(y|x) ⇡
1

Q

QX

q=1

ŷ(x,Wt
1,W

t
2)
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Application to uncertaininty modeling in MNIST
✴ Train the MNIST model


➡ With dropout and regularization


✴ Obtain the output on a new test sample


➡ Using different realizations of dropout on the test data


➡ Find the first and second moment of the output for each class


✓ Denoted as uncertainty in the model.	
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Uncertainty in MNIST
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Uncertainty in the model output 
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Summary of ADL course …
✴ Visual and Time Series Modeling: Semantic Models, Recurrent neural models and 

LSTM models, Encoder-decoder models, Attention models.


✴ Unsupervised Learning: Restricted Boltzmann Machines, Variational 
Autoencoders, Generative Adversarial Networks.


✴ Representation Learning, Causality And Explainability: t-SNE visualization, 
Hierarchical Representation, semantic embeddings, gradient and perturbation 
analysis, Topics in Explainable learning, Structural causal models. Uncertainty 
modeling in deep learning.


✴ New Architectures: Capsule networks, End-to-end models, Transformer Networks.


✴ Applications: Applications in in NLP, Speech, Image/Video domains in all 
modules.
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Thanks 


