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Housekeeping
✴Midterm project II presentations


➡Done during Dec. 29,30th 


➡ Same format as previous evaluation


✴Midterm project III 


➡Abstract submission deadline (Jan 10th)


✓ Evaluation after final exam (1st week of Feb)


✴ Final Exam (as per IISc schedule)


✓ Jan 22nd afternoon!
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Causal inference 
✴Causal inference


➡Deriving the causal connection between conditions that cause an effect.


✴Three levels of causation


➡ association Seeing and observing the environment. 
Is the incidence of lung cancer higher among smokers? 


➡ intervention Doing and intervening in the environment. 
How do we reduce lung cancer? What is the effect if we ban cigarettes? 


➡ counterfactuals Imagining, restrospection, understanding the 
environment. What if I had not smoked for the last two years? 
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Pruning based approach to analyzing/compressing

✴Removing connections of a learned neural 
network


➡Analyzing the effect of this intervention on 
the output of the model.


✓ Example of intervention based causal 
model analysis.


✴Pruning is interleaved with fine-tuning 
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Pruning based analysis of neural networks 

✴Taylor series expansion based


✴Criterion for pruning feature maps 
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Approximating gradients
✴ Let input neurons be defined as  (for a given input)


✴ let reference input be defined as 


✴ Let                             denote the output of the model (at some dimension) for 
the given input and the reference.
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Approximating gradients 
✴Use finite differences for gradients 


✓ Called as multipliers 


✓ Chain rule of partial deviatives can also be extended to multipliers.


✓ Can be used instead of actual gradients to compute the importance of a 
feature/hidden layer output.
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Illustration of finite gradients for ReLU
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Adversarial Examples and Explainability 
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Adversarial examples and learning 
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Adversarial attacks and model defenses

✴Examples that fool the model 


➡Using a trained image classifier published by a third party, a user inputs 
one image to get the prediction of class label. Adversarial images are 
original clean images with small perturbations, often barely recognizable 
by humans. However, such perturbations misguide the image classifier
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Types of Adversarial attacks 
✴ False positive attacks generate a negative sample which is misclassified as 

a positive one (Type I Error). In a malware detection task, a benign software 
being classified as malware is a false positive. In an image classification 
task, a false positive can be an adversarial image unrecognizable to human, 
while deep neural networks predict it to a class with a high confidence 
score.


✴  False negative attacks generate a positive sample which is misclassified as 
a negative one (Type II Error). In a malware detection task, a false negative 
can be the condition that a malware (usually considered as positive) cannot 
be identified by the trained model. False negative attack is also called 
machine learning evasion. This error is shown in most adversarial images, 
where human can recognize the image, but the neural networks cannot 
identify it.  
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Types of Adversarial attacks 

✴White box versus Black box 


✴Targeted  versus Non-targeted


✴One-time versus many time 



E9:309 Advanced Deep Learning

Simple adversarial attack
✴ Fast Gradient Sign Method


✴Move in the direction of the gradient ascent 


✴Other similar rules - gradient value based adverasarial learning  
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xi = xi + ✏sign(
@E(xi, l)

@xi
) (1)

<latexit sha1_base64="kxVtlX2fts0mIokxvdI4qxujP3c=">AAAMSnicpZbRbts2FIbV1ls7u9uaDtjNboilBWzMM2xjQ1tgBdokDlI0HZI6ju2GjkHJtC1UolSJiq1IutkL7UX2AnuN3Q27GSmbPo6rKB0mwBL9ncOfhzyHonTXMn1er/956/adwmef3733RbF0/8uvvn6w9fDUdwLPoB3DsRyvpxOfWiajHW5yi/ZcjxJbt2hXf78r7d0L6vmmw0546NKBTSbMHJsG4QINt+78jnVafIw5nfNULZp4lLIkQhG2CZ8axEK9BD1HOEJ4joaNavpoVlGtVkubvyKcIJTcoNFXGuFCIwSN8FM19pYa65FVr44hZBJ0g0x3KVPGXXQuY9HFo5IGU13AwwU8rOTo2SZDwwhUIzwlXGgnIgjdnKAzFLfKV2KPr8RQQT+iHIeVHKoInioOrokkjrO6xfGwjrBFP6Cd7IXFY48YKGokUYxnsYjaD2w0NFE8E/f4vJndabpM46VIIzqPyo2KSIH8h5qrvzKrCxjtDq1E8sNKIpcS48wZZKzDVAQh1ggT1/Wc+bUeIpq6WKEf0HI22CUeN4VTK4E2noppiQnKHkg2sqOQizyRi32z1PkJWsqpTkkxS3GejvhcNUSY1PVNy2Go/PEwovZStyqyKutDpjCpiBEoLRaHD7YbtXp6oXrtmbie/LRsPGsgZdrWltfRcOvub3jkGIFNGTcs4vtnjbrLB5GUNywqZAOfusR4Tyb0TDQZsak/iNKZJOixICM0djzxYxyldL1HRGzfD21deMr8+Js2CbNsZwEfPx1EJnMDTpmxGGgcWIg7SL6n0Mj0qMGtUDSI4ZkiVmRMiVgyLt5mRTyiYzxfbj99jOZJsmAhsFCxS2CXis2AzRTzgHmKUWBUMR+Yr9hbYG8V6wLrKnYA7ECxN8DeKGYDsxVrAWspZgAzFBsDGyu2D2xfMReYq9gesD3FdoHtKqYD0xW7AHah2BTYVLGXwF4q1gPWU6wPrK/Ya2CvFTsFdqqYBcxSjAFjeXPLykfWPD61/rJyNAI2yqs1Aozk5TerxifAJoo5wJzVuK6saN2xRnInO9bqLZWX2ABYoBgHxvM2Qdbmyxojq1BOgJ0o1gbWVuwdsHd5m28H2M5/LcZXwF4p1gHWySvQ+Vr1LE5tUUOqiMJNW7iyHYHpSLFjYMd5L4t2eyPPbXNir8qq19sctbcatd/ftPVXtmAuTLoj7gEbUU9+iUaP5o/AHmbYw9T+/wWKmNGZ4dg2YSMxN5rI28RkEf3AiOeRdBOuu1DpQkXrOgfdBA0mTk2PcPqRiKlErvNg8mOJOcKsUy+Rp3YdTu3Nhjq1T5u1xs+1+nFz+8XO8vy+p32nfa+VtYb2RHuhHWhHWkczCt8Wfim0CvulP0p/lf4u/bNwvX1r2ecb7cp1v/AvoG1cSg==</latexit>

xi = xi + ✏(
@E(xi, l)

@xi
) (1)
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Simple adversarial attack
✴ Fast Gradient Sign Method 
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Adversarial examples 
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Adversarial examples in text 

✴Using similar methods to gradient 
based update.


✴Adding sentences confuses models 
which will typically not confuse 
humans
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Adversarial attacks 
✴Understanding adversarial attacks


✓ Allows explainability 


✓ Build defenses to these attacks
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Explainability with distillation 
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Knowledge distillation 
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Knowledge distillation 
✴Teacher models are complex large neural networks


➡ Student models are typically lighter models.


✴Useful in semi-supervised learning 


➡ Student model has to approximate outputs from a teacher model.


✓ Also needs to learn from small amounts of labelled data.
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Knowledge distillation for explainability
✴Use a simpler explainable model for student model to approximate the 

deeper model 
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Knowledge distillation for explainability
✴Use a simpler explainable model for student model to approximate the 

deeper model.


✴Use locality preservation as a criterion for sampling 


✓ Method - Local Interpretable Model Agnostic Representations 


✓ Explainability for each sample under consideration
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Knowledge distillation for explainability
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Knowledge distillation for explainability
✴ Let            denote the original neural network    


✴ Let         denote the interpretable version of input 


✴ Let             denote samples drawn around input and its interpretable version.


✴The function g can be sparse linear regression 

<latexit sha1_base64="HVx4So/kYHJyLOZsJtRKE/VXvc8=">AAAJZHicpdbvbtNIEABwhzugCf/aQ3xCOq2uIHESVA4CFT6cBG1BRQipJU2atO7l1utxYrDXvvW6jbHy5R7v3uBe4J7j1m4mU4KJQGep1vY349m4O5utm4RBqm37n8alH368fOXqSrN17fqNm7dW137qpXGmBHRFHMaq7/IUwkBCVwc6hH6igEduCIfux+0yfngKKg1ieaDzBE4iPpKBHwiuDQ1X/3ZcaN13NEx0VawYKQA5LRjLh4I9LO+/22xal+LsQKg5y5lJ/K1Kf1TdTX79A9Hw4jMP2eyXyfDD1BRwfMUFm2cMxXyGKsGU/LKi/8CZ/FpGAFqt4ep6e8OuLmZvPDfX5pPZ4HmbYWjdml17w7WrfzleLLIIpBYhT9Pjtp3ok4IrHYgQTNkshYSLj3wEx2YoeQTpSVF9gim7b8RjfqzMj9Ss0otPFDxK0zxyTWbE9ThdjJVYFzvOtP/spAhkkmmQ4nwiPwuZjlm5gswLFAgd5mbAhQrMZ2VizM0fT5t1bjke+M6kKJyysOuzyXR6bjlZjvaJ7BPaGdkZmiJTaEAGaClZivae7D3aIdkh2i7ZLto7sndoEVmE9orsFZogE2g+mY/2muw1WkKWoO2Q7aBtk22juWQu2inZKdqYbIz2kuwlWp+sjzYgG6C9JXuL1iProYVkIZokk8verW496t7jW/uvbo08Mm9Zr3Eyvmx963p8RDZCi8ni+bxJ2dFuHHrlTo5DVkoQxnLZwmZkGZom08s2Qd3mq5ujrlEOyA7QOmQdtCOyo2Wbb4ts63ub8Q3ZG7QuWXdZg04udE/hjLkuewibKF+M5fPYHoX20PbJ9pd9WXQ6C+vcCUbRvK36/cVZ+/NZB4PF2GAeyyYm5MbmnkkPVHlGF/cm9yie18TzKv7/C7QcCWcijiIuPfNuMC1vo0AW8KfkSvFqE15MgTIFzOhrCW5ANaQ5NRXX8EWRAIt8LUOW/zrI2IRdUNPy1Lbp1F4c4Knde7zRfrph7z9ef7E1O79XrLvWL9YDq21tWi+sXWvP6lqiYTd6jWHjj5V/m9ebt5t3zlMvNWbP3LY+u5o//wdtjGFg</latexit>

f(x) (1)
<latexit sha1_base64="sIxUx9TToRwQl3v+7uukdO4yn/U=">AAAJiHicpdZfb9NIEABwh4ODhPtTuEdeVhQkkLjKQYdKH06CtqAihNSSpk2o22i9HicGe+1br1u7Vl6AL3lf4j4DazeT6QUTcTpLsTa/md2Ns7PZuEkYpNq2/25d+eHqtR+v32h3bv708y+/rty6fZDGmRLQF3EYq4HLUwgDCX0d6BAGiQIeuSEcuh+2qvjhKag0iOW+LhI4jvhYBn4guDY0WvnHcaFz39GQ63qwcqwA5LRkrBgJ9qi6n9hs2pTibEOoOSuYSfyzTv+9vpv85g7R6HKfR2z2Jh+9n5oBHF9xweYZIzGfoU5oHtJ/4OQPTajhAZycnZROooII6t4OQKczWlntrtn1xey1DXOt/zFrbHQZhlat2bU7unX9o+PFIotAahHyND3q2ok+LrnSgQjBDJulkHDxgY/hyDQljyA9LuuPMmX3jXjMj5V5Sc1qvdyj5FGaFpFrMiOuJ+lirMKm2FGm/afHZSCTTIMUFxP5Wch0zKpVZl6gQOiwMA0uVGA+KxMTbr5gbWqh43jgO3lZOtXArs/y6fTCCrIC7ZzsHO2M7AxNkSk0IAO0lCxFe0v2Fu2Q7BBth2wH7Q3ZG7SILEJ7QfYCTZAJNJ/MR3tJ9hItIUvQtsm20bbIttBcMhftlOwUbUI2QXtO9hxtQDZAG5IN0V6TvUY7IDtAC8lCNEkmlz1b03o0Pcf31l/TGnlk3rJa42R82fo21fiYbIwWk8XzeZOqot049KqdHIeskiCM5bKFzcgyNE2ml22Cps3XNEdToeyT7aP1yHpo78jeLdt8m2Sb/7UYX5G9QuuT9ZcVaH6pekpnwnVVQ1hExWKsmMd2KbSLtke2t+zHotdbWOdeMI7mZTUYLM46mM86HC7GhvNYlpuQG5t7Jj1Q1Tle3svvUbxoiBd1/P8P0HEknIk4irj0zLPBtLqNA1nCX5IrxetNeDkFqhQwrW8luAGNIc2pqbiGrwYJcJBvZcjq74WMTdgFNa1ObZtO7cUGntoHj9e6T9bsvcerzzZn5/cN645113pgda1165m1Y+1afUu09lvnrU+tz+1O226vtzcuUq+0Zn1+s/51tTe/ACE0b1w=</latexit>

x0 (1)
<latexit sha1_base64="EzKPMW99DA5d1UH5PtMSIZXNEXk=">AAAJsnicpdZRb9M6FADgFLhAey9cBg888GIxkEDiTi3iCnhAgm2gIYS00XVrt4zKcU7aQOIEx9mSReWB38Ir/B/+DU7W0zN6QwW6kWq53zm2G/l4nhMHfqLb7W+NM2fP/XH+wsVm68+/Ll3++8rS1Z0kSpWAnoiCSPUdnkDgS+hpXwfQjxXw0Alg13m/VsZ3D0ElfiS3dR7DQchH0vd8wbWh4VLjuu1A67atIdPVbMVIAchJwVg+FOxe2b5ts0ldir0OgeYsZybxSZX+T9Wa/PoB4fD0mHts+iUbvpuYCWxPccFmGUMxW6FKqJ/Su2Nnd+tDzM7Y28KOlR9CNbwu5di8oml+zANotYZXljsr7eph7ZXH5nn4YNp53GEYWramz+Zw6cIn241EGoLUIuBJst9px/qg4Er7IgAzbZpAzMV7PoJ905U8hOSgqH7PhN024jIvUuYjNav09IiCh0mSh47JDLkeJ/OxEuti+6n2Hh0UvoxTDVKcLOSlAdMRK+uBub4CoYPcdLhQvvmtTIy52QltqqZlu+DZWVHY5cSOx7LJ5MRyshztmOwY7YjsCE2RKTQgA7SELEF7Q/YGbZdsF22DbAPtNdlrtJAsRHtO9hxNkAk0j8xDe0H2Ai0mi9HWydbR1sjW0BwyB+2Q7BBtTDZGe0b2DK1P1kcbkA3QXpG9Qtsh20ELyAI0SSYXvVvdftS9x6/WX90euWTuolrjZHzR/tbV+IhshBaRRbN147KinShwy5McBawUP4jkoo1NyVI0TaYXHYK6w1e3Rl2hbJNto3XJumh7ZHuLDt8q2ervFuNLspdoPbLeogLNTlVPYY+5LmsIiyifj+Wz2CaFNtG2yLYW/bHoduf2ueuPwllZ9fvzq/Znqw4G87HBLJZmJuREpk2lC6q88Ytb2S2K5zXxvIr//wlatoQjEYUhl655N5iUzciXBXyQXCleHcLTKVCmgOn9LMHxaQ5pbk3FNfxnEh8n+VmGLP8PkZEJO6Am5a3dplt7voO39s79lc6/K+2t+8tPV6f390XrhnXTumN1rIfWU2vD2rR6lmh8bHxufGl8bT5o7jV5U5yknmlMx1yzfniawXcGNX7Y</latexit>

z, z0 (1)
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LIME model - text example
✴Building sparse linear regression for each output class
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LIME model - Image example
✴Building sparse linear regression for each output class


