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GAN - Overview

S:Qh\cu‘"’

Discriminator

Fake Mone




Generative Adversarial Networks

® Generator networks
/

® Differentiable network

® Draws a random noise sample 6 G

v/ Convert the noise to the data distribution

/
\/\/-\/ X A~




Generative Adversarial Networks

® Discriminator network
Model generated samples
® T'wo class classifier

v Label U for

v Label | for

® Model learning

True samples




Min-max game dassl

C‘ - :D(_QC'))
® The binary cross entropy loss at the discriminator network is /

Ep = — {"Xdiata(X) [lOg D(X>] . 4"ZNP(Z) [ZOQ@)]

IR —
g = —Lbp \/g}\/@\ﬂ l\\do&éo

® The discriminator is trained using B.C.E loss

OEp

QDn — eDn—l — 77 86’D







Min-max game

® The binary cross entropy loss at the discriminator network 1s

—Exmpyara(x) 109 D(X)] — E,pz)llog D(G(z)) {

-r

® The discriminator is trained using B.C.E loss

. 9Eq
50,

QGTL _ QGn_l




GAN -[min-max gamg,

® Disriminator cost function 1\"&

@ = mfm( — {'xwpdata(X@D(X))] N :/[7L
)
(z) «— 1o lpwm"'"‘k”"

® Optimal cost function p\/\/\/

E* = maxp E(D,QG)

E(Dv G) — 4:Xdiata(X) [ZOQ(D(X)H T ﬂprmodel(X) [lOg(l _ D( )}




GAN - min-max game

® Optimal disriminator
| / /

D* — a'/rgma’xD ( :Xdiata(X) [ZOQ(D(X))] _I_ <1j':x'\“pﬂzodel (X) [log(l N D(X>:|>

4‘: B [L<l0\/~g(D(X~)) p.,d?.t,.“(x,) +1log(1 = D(X)) Pmodel (X)> dx

© argmazf) [10g(D(x)) paata(x) +L0g(1 = D(X)) Prodet(x)

W

Pdata (X) Pmodel (X)

®Functional derivative D*(x) I — D*(x) =0
V'}L ; D*(x) = Pdata (X)




GAN - min-max game

®Finding the best generator /

G* — a/rgminG ( <1j'X’\“pdata(X) [ZOQ(D*(X )} _l_ <1j'xf\’pm,odel (X) [lOg(]. _ D*(X))})

: . Pdata (X) < Pmodel (X) )
= argming | Ex—p,, . (x)|log + Exep . (x)|l0Og
J ( hﬁd () [ Pdata (X) + Pmodel (X)] _p/d () [ Pdata (X) + Pmodel (X)]
v

W
M X del\ X data\ X model X

:auﬁi9 > > 0
W \/\/'\_’ -

— a?“gminpmodel(x) ))JS Pdata (X)Hpmadel(x))
W\/

bdﬂ&a: Pw J&ﬂbﬂﬂm dhvgm&.

F
’




GAN - Simple example




Generative adversarial networks - examples

® MNIST digits
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Conditional GANSs

® Give the generator one hot encodings of classes (features)

® This can also contain some attributes of the image.
Y s

® Model learns the association between the images and the labels




Conditional GANSs
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Cycle GANs - Image to Image translation

C
:

Y .
cycle-consistency
\—/ . cycle-consistenc \s ----- loss
E Y 1 Y.
loss -7-

(a) ¥/i)/\_/ § \/\/-\/







Cycle GANs
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Cycle GANSs - test data

Van Gogh Cezanne




Cycle GANs - test data




Star(GANs

(b) Original-to-target domain (c) Target-to-original domain (d) Fooling the discriminator

4 ,_\ Depth-wise concatenation ‘V‘ |
Fake i — Fake image Original Fak
ake image g domain ake image

ﬁii'a

!

]
Domain 1 Reconstructed Domain
PR . Real / Fake L
. classification || sl Input image / classification

&

(@) Training the discriminator

(1)5 f—_J(Z) }

= e—

(1), (2) f——J

Real / Fake

Cycle loss




Star(GANs

Add
Smiling

Remove
Smiling

KEyeglass

Remove
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Comparing unsupervised learning methods

< RBM > ( VAE , < GAN’
EXPLICIT
DISTRIBUTION EXPLICIT CONDITIONAL IMPLICIT
DISTRIBUTIO
LEARNING APPROXIMATE ML APPROXIMATE ML EUREC
— ) OPTIMIZATION
LATENT VARIABLE BINARY REAL
QUALITY OKAY MODERATE GOOD




Topics thus far ...

Visual and Time Series Modeling: Semantic Models, Recufrent neural models and LSTVM
models, Encoder-decoder models, Attention models.

Representation Learning, Causality And Explainability: t-SNE visualization, Hierarchical
Representation, semantic embeddings, gradient and perturbation analysis, Topics in
Explainable learning, Structural causal models.

Unsupervised Learning: Restricted Boltzmann Machineyla’riational Autoencoders,
Generative Adversarial Networks.

New Architectures: Capsule networks, End-to-end models, Transformer Networks.
—_—

Applications: Applications in in NLP, Speech, Image/Video domains in all modules.




