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ABSTRACT

Automatic age estimation from speech has a variety of applications
including natural human-computer interaction, targeted advertising,
customer-agent pairing in call centers, and forensics, to mention a
few. Recently, the use of i-vectors has shown promise for automatic
age estimation. In this paper, we adopt a phonetically-aware i-vector
extractor for the age estimation problem. Such senone i-vector based
schemes have demonstrated success in the speaker recognition field.
Fixed-length and low-dimensional i-vectors are first conditioned
through a linear discriminant analysis (LDA) transform, and then
used to train a support vector regression (SVR) model. Additionally,
in contrast to previous work, we employ the use of the logarithm
of the age as the target in training the SVR to further penalize esti-
mation errors for younger speakers compared with older speakers.
The proposed system is evaluated using telephony speech material
extracted from the NIST SRE 2008 and 2010 evaluation corpora.
Experimental results indicate solid age estimation performance with
a mean absolute error (MAE) of 4.7 years for both male and female
speakers on the NIST SRE 2010 telephony test set.

Index Terms— Age estimation, deep neural networks, i-vector,
linear discriminant analysis, support vector regression

1. INTRODUCTION

Speech is a unique physiological signal that contains information at
multiple levels regarding the linguistic content (such as words, mes-
sage, accent, language) as well as the paralinguistic content (such as
gender, age, identity, emotional state). It also carries useful informa-
tion regarding the acoustic conditions of the environments through
which it is produced and transmitted (e.g., ambient noise, transmis-
sion channel). With the proliferation of mobile devices which enable
seamless remote speech acquisition (e.g., over the Internet), there is
a growing demand for the development of audio analytics tools to
not only extract the message, but also gain insights into the paralin-
guistic content. Automatic extraction of such speaker/user depen-
dent content from speech has a wide range of applications includ-
ing natural interaction with dialogue systems, caller-agent pairing
in call-centers, user characterization, age targeted advertising, and
forensics (see [1] for a comprehensive list of applications). In this
study, we focus on automatic speaker age estimation from telephone
speech.

Several techniques have been previously proposed in the litera-
ture to either classify speech samples into broad age categories (e.g.,
child, young, adult, and senior) [1, 2, 3, 4], or compute an exact
number as the age estimate [5, 6, 7, 8]. These techniques can be cat-
egorized into 1) feature based methods [3, 4, 9, 10] where the focus

is on identifying a robust feature subset (or an early/late combina-
tion of multiple features) that can capture more accurately the age
information from speech using standard classification/regression al-
gorithms, and 2) back-end based methods [3, 5, 8, 11, 12] where the
goal is to either develop or identify a classification/regression algo-
rithm that can effectively estimate the age information from stan-
dard speech representations such as the mel-frequency cepstral co-
efficients (MFCC) [13]. Recently, the use of i-vectors [14] along
with algorithms such as support vector regression (SVR) and artifi-
cial neural networks (ANN) have shown great promise for the task
of automatic age estimation [6, 7, 8]. It was, however, reported in
[8] that when the i-vector representation of speech is used as input
feature, the choice of back-end did not seem to significantly impact
the age estimation results.

Accordingly, in this study we use a standard SVR back-end
and focus on improving the front-end i-vector representation. More
specifically, motivated by large improvements seen with the senone
posterior based i-vectors for speaker recognition [15], we use a deep
neural network (DNN) acoustic model (as opposed to a Gaussian
mixture model - GMM) to compute the frame-level soft alignments
required in the i-vector estimation process. Additionally, in contrast
to previous work, i) we show that the application of linear discrim-
inant analysis (LDA) on i-vectors can improve the computational
efficiency as well as help select directions more relevant for the age
estimation task, and ii) we employ the use of the logarithm of the
age as the target in training the SVR model to emphasize relative (as
opposed to absolute) regression errors, thereby further penalizing
estimation errors for younger speakers compared with older speak-
ers. Experimental results indicate that the proposed system, which is
trained on English conversational telephone speech (CTS) material
extracted from the 2008 NIST speaker recognition evaluation (SRE)
data, achieves a mean absolute error (MAE) of 4.7 years for both
male and female speakers on the NIST SRE 2010 telephony test set.

2. AGE ESTIMATION SYSTEM

In the following subsections, we briefly describe the major compo-
nents of the age estimation system proposed in this study. We also
elaborate on what distinguishes the current system from the previ-
ous work in [6, 7, 8]. A schematic block diagram of the system is
depicted in Fig. 1.

2.1. I-vector feature extraction

Motivated by the promising outcomes of the recent work on age es-
timation [6, 7, 8], in this study we also use i-vectors to represent
speech samples. The i-vector representation is based on the total
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Fig. 1. Block diagram of the age estimation system with DNN senone posterior i-vectors and dimensionality reduction.

variability modeling concept which assumes that speaker- (i.e., iden-
tity, age, language) and channel-dependent variabilities reside in the
same low-dimensional subspace [14]. The key idea here is that vari-
ability within and across sessions can be described via a small set of
parameters (a.k.a factors) in a low-dimensional subspace spanned by
the columns of a low-rank rectangular matrix, T, entitled the total
variability matrix. Mathematically, the adapted mean supervector,
M(s), for a given set of observations, s, can be modeled as,

M(s) = m + T x(s) + ε, (1)

where m is the prior mean supervector, x(s) ∼ N (0, I) is a mul-
tivariate random variable termed an identity vector “i-vector”, and
ε ∼ N (0,Σ) is a residual noise term to account for the variabil-
ity not captured via T. In other words, for the given observation
set s, the i-vector represents the coordinates in the total variability
subspace.

In order to learn the bases for the total variability subspace, one
needs to compute the Baum-Welch statistics which are defined as,

Nk(s) =
∑
t

γtk(s),

Fk(s) =
∑
t

γtk(s) Ot(s),

where Nk(s) and Fk(s) denote the zeroth- and first-order statistics
for speech session s, respectively, with γtk(s) being the posterior
probability of the mixture component k given the observation vector
Ot(s) at time frame t. Traditionally, γtk(s) is computed with a
GMM acoustic model trained in an unsupervised fashion (i.e., with
no phonetic labels). However, in [16], a supervised GMM-HMM
acoustic model (derived from a speech recognition system) was
utilized to estimate the GMM-UBM hyperparameters for speaker
recognition, assuming that class-conditional distributions for the
various phonetic classes are Gaussian. More recently, inspired by
the success of DNN acoustic models in automatic speech recogni-
tion (ASR) field, [15] proposed the use of DNN senone (context-
dependent triphones) posteriors for computing the soft alignments,
γtk(s), which resulted in remarkable reductions in speaker recogni-
tion error rates. Motivated by these results, in this study, we explore
the senone posterior based i-vectors for the age estimation task, and
compare their effectiveness against GMM i-vectors on this task.

2.2. Linear discriminant analysis (LDA)

As noted before, i-vectors model speaker- and channel-dependent
information within the same total variability subspace. Therefore, in
order to select the most relevant feature subset for the age estimation
task, LDA can be applied to i-vectors to annihilate the directions not
informative for age estimation. In addition, reducing the dimension-
ality of i-vectors via LDA can improve the computational efficiency
of the subsequent components in the system.

LDA computes an optimum linear projection A : Rd 7→ Rn,
by maximizing the ratio of the inter-class scatter to intra-class vari-
ance, where A is a rectangular matrix with n linearly independent
columns. Here, the within- and between-class scatter matrices are
used to formulate a class separability criterion which converts the
matrices into a single statistic. This statistic takes on larger values
when the between-class scatter is larger and the within-class vari-
ance is smaller. Several such class separability criteria are described
in [17], of which the following is the most widely used,

Â = arg max
ATSwA=I

[
tr
(
ATSbA

)]
, (2)

where Sb and Sw denote the between- and within- class scatter ma-
trices, respectively. The optimization problem in (2) has an analyt-
ical solution that is a matrix whose columns are the n eigenvectors
corresponding to the largest eigenvalues of S−1

w Sb.
In this study, an LDA transform is learned utilizing the same

training data used for age estimation with discrete chronological age
labels (in years). This is in contrast to the previous work in [6, 7, 8]
that used background data with speaker labels to train the LDA trans-
form. It will be shown in Section 4 that post-processing i-vectors in
this manner not only helps reduce the computational complexity for
the SVR model, but also improves the accuracy of age estimation.

2.3. Support vector regression (SVR)

Recently, the use of i-vectors along with SVR has achieved success
for the task of automatic age estimation [6, 7, 8]. SVR [18] is a
function estimation algorithm that works by constructing an opti-
mal regression hyperplane, which has at most ε deviation from the
true targets for most training examples (assuming a soft-margin sce-
nario), and at the same time is of minimum norm. More precisely,
let D =

{
(xi, yi) | xi ∈ Rd, yi ∈ R

}N
i=1

denote a training dataset
in which each input example xi is associated with a true target yi.
Here, the goal is to find a regression function f(xi) that best de-
scribes the input-output relationship, (xi, yi), over the entire train-
ing set. Solving the dual optimization problem for the regression
hyperplane results in an SVR model f(x) which has the following
form,

f(x) =

N∑
i=1

αik(xi,x) + b, (3)

where k(·, ·) denotes a kernel function which must be positive
semidefinite [19], αi ∈ R is a Lagrange multiplier, and b ∈ R is a
bias. In this study, we use a Gaussian kernel function for SVR.

It is worth noting that the optimization constraints applied in ob-
taining the SVR model in (3) only take into account the absolute dif-
ference between the estimated and actual targets. While this may be
an appropriate criterion for many applications, for the age estimation
task emphasizing relative (as opposed to absolute) regression errors
seems more meaningful. For instance, an estimation error of 7 years
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Fig. 2. Age distributions of speakers in the training and test sets
extracted from NIST SRE 2008 and 2010 corpora, respectively.

for a 20 year-old speaker should incur a much larger loss compared
to that for an 80-year old speaker. Accordingly, in this study we em-
ploy the use of the logarithm of the age as the target in training the
SVR to further penalize estimation errors for younger speakers com-
pared with older speakers. More specifically, in the training phase
the original target ages are transformed as,

g(y) = ln (y − β) , (4)

where ln(·) denotes the natural logarithm, and β ∈ R is a task-
dependent offset parameter that can be adjusted to achieve the de-
sired level of emphasis on the relative regression errors. In this study,
we set the offset parameter as β = ymin− δ, where ymin is the min-
imum age in the training set, and δ ∈ R+ is a small constant to
avoid the logarithm of zero. In the test phase, we apply the inverse
function g−1(.) to the output of the SVR model to recover the age
estimate. Notice that the offset parameter β also has the benefit of
setting a lower bound on the estimated ages.

3. EXPERIMENTS

This section provides a description of our experimental setup includ-
ing speech data, the age estimation system configuration, as well as
the performance metrics used in our evaluations.

3.1. Data
We conduct the core of our age estimation experiments using CTS
material extracted from data corpora released through the linguis-
tic data consortium (LDC) for the NIST SRE 2004-2010 [20, 21].
These copora contain speech data spoken in U.S. English from a
large number of speakers with multiple sessions per speaker. The
NIST SRE 2008 and 2010 data also include rich meta data regard-
ing speakers’ place of birth, age, height, weight, etc, making them
applicable for age estimation experiments. Speech recordings from
the short2-short3 core condition in the NIST SRE 2008 data are uti-
lized for training a gender-independent SVR model, while speech
data from the NIST SRE 2010 telephony core condition are used as
test material. It is worth noting that there is no overlap between the
two corpora (neither speakers nor recordings). Fig. 2 shows the age
histograms of male (first row) and female (second row) speakers in
the training and test sets extracted from the NIST SRE 2008 and
2010 corpora, respectively.

3.2. System configuration
For speech parameterization, we extract 20-dimensional MFCCs (in-
cluding c0) from 25 ms frames every 10 ms using a 24-channel mel
filterbank spanning the frequency range 125-3800 Hz. The first and
second temporal cepstral derivatives are also computed over a 5-
frame window and appended to the static features to capture the dy-
namic pattern of speech over time. This results in 60-dimensional
feature vectors. We also explore shifted delta cepstra (SDC) features
[22, 23] with the commonly used 7-1-3-7 (N -d-P -k) configuration.
The SDC features are appended to the static cepstral coefficients
(c0 · · · c6) resulting in a 56-dimensional feature vector. For non-
speech frame dropping, we employ an unsupervised speech activity
detector (SAD) based on voicing energy features [24]. After drop-
ping the non-speech frames, global (recording level) cepstral mean
and variance normalization (CMVN) is applied to suppress the short
term linear channel effects.

In this study, a 500-dimensional total variability subspace is
learned and used to extract i-vectors from the age estimation train-
ing and test sets. To learn the i-vector extractor, we select a total
of 13,776 English telephone recordings (from 600 male and 823
female speakers) from the NIST SRE 2004, 2005, and 2006 cor-
pora. The zeroth and first order Baum-Welch statistics are computed
for each recording using soft alignments obtained from either a
gender-independent 1024-component GMM-UBM with diagonal
covariance matrices, or a DNN acoustic model with 2,451 softmax
output units that correspond to senones. The DNN, which has 7
hidden layers with 2048 units per layer, is discriminatively trained
using the standard error back-propagation and cross-entropy ob-
jective function to estimate posterior probabilities of the senones
which are obtained by merging 10,000 HMM triphone states us-
ing a decision tree with maximum-likelihood (ML) criterion [25].
The DNN training is accomplished on 600 hours of CTS data from
the Fisher corpus [26] using a 9-frame context of 40-dimensional
speaker-adapted feature space maximum likelihood linear regression
(fMLLR) [27, 28] features generated with alignments obtained from
a GMM-HMM acoustic model (see [29] for more details).

Prior to training the SVR, for the sake of feature selection and di-
mensionality reduction, the i-vectors are processed through an LDA
transform trained using the NIST SRE 2008 training set with 62 dis-
crete age categories between 16 to 84 years. This is followed by scal-
ing (normalizing) the features to [-1, 1] range. A gender-independent
SVR model is then trained on the dimensionality reduced and nor-
malized i-vectors. To alleviate the impact of data imbalance in the
NIST SRE 2008 training set (see the first column of histograms in
Fig. 2), in particular for speakers older than 50 years, we employ a
per-sample weighting scheme to force the regression model to place
more emphasis on these points. In particular, the weights for the age
bracket yi ≥ 50 are set to 5.0 (versus 1.0 for the rest of data) to
account for the sparseness of the data in that age bracket.

3.3. Evaluation metrics
To evaluate the age estimation performance, we use two commonly
adopted objective measures: i) the mean absolute error (MAE), and
ii) Pearson’s correlation coefficient. The MAE is defined as,

MAE =
1

M

M∑
i=1

|ŷi − yi| ,

where yi and ŷi denote the true and estimated ages for the ith test
sample, and M is the number of examples in the test set. A smaller
value on the MAE measure indicates better performance. The sam-
ple Pearson correlation coefficient between the true and estimated
ages is computed as,



Table 1. Age estimation performance with and without LDA.

Male Female Both

System MAE ρ MAE ρ MAE ρ

MFCC - w/o LDA 6.6 0.79 6.1 0.85 6.3 0.83

MFCC - w/ LDA 6.5 0.79 5.7 0.87 6.0 0.84

Table 2. Age estimation performance with and without logarithmic
optimization constraints.

Male Female Both

System MAE ρ MAE ρ MAE ρ

MFCC - w/o log 6.8 0.76 6.3 0.86 6.5 0.83

MFCC - w/ log 6.5 0.79 5.7 0.87 6.0 0.84

ρ =
1

M − 1

M∑
i=1

(
ŷi − µŷ

σŷ

)(
yi − µy

σy

)
,

where µy , σy , µŷ , and σŷ are the means and standard deviations for
the true and estimated ages, respectively. Clearly, a larger score on
this metric indicates better performance.

4. RESULTS AND DISCUSSION

In this section we summarize our results obtained with the experi-
mental setup presented in Section 3. In the first experiment we in-
vestigated the effectiveness of pre-processing the i-vectors through
LDA for age estimation, where the dimensionality is reduced from
500 to 20. The outcome of this experiment is presented in Table 1 in
terms of the MAE and Pearson’s correlation measure. The results are
shown both individually and combined for male and female speakers
in the test set. It can be seen that LDA consistently provides gains
in age estimation performance. Additionally, LDA helps reduce the
SVR training time from an average of 62 seconds to 6 seconds on a
server machine with Intel R© Xeon R© CPU E5-2690. This speedup in
the training can also potentially improve the scalability of the system
for much larger corpora with CTS data from thousands of callers.
Accordingly, we include LDA processing in all our subsequent ex-
periments.

In the next experiment, we measured the age estimation perfor-
mance with the logarithm of the age as the target in training the SVR
which helps emphasize the relative regression errors as opposed to
the absolute errors. Table 2 shows the age estimation results for this
experiment. It is seen from the table that penalizing estimation er-
rors for younger speakers (compared with older speakers) results in
improved age estimation performance. This behavior is expected
because i) as illustrated in Fig. 2, the age distribution of speakers is
right-skewed, i.e., it is biased towards younger speakers, and ii) as
noted previously, transforming the true age targets according to (4)
has the benefit of setting a lower bound on the estimated ages.

In the next set of experiments we explored various feature repre-
sentations as input to the age estimation systems with GMM-UBM
based i-vectors as well as DNN senone posterior based i-vectors.
Results of these experiments are summarized in Tables 3 and 4. Sev-
eral observations can be made from the results presented in these
tables. First, with the GMM-UBM based i-vector system, MFCC-
SDC features seem to provide a slight benefit in age estimation per-
formance, but only for male speakers. Second, age estimation per-

Table 3. Age estimation performance with MFCC and MFCC-SDC
systems as well as their i-vector level fusion. GMM-UBM based
i-vector extractors are used.

Male Female Both

System MAE ρ MAE ρ MAE ρ

MFCC - ∆ 6.5 0.79 5.7 0.87 6.0 0.84

MFCC - SDC 6.1 0.79 5.7 0.87 5.8 0.84

Combination 5.8 0.84 5.5 0.89 5.6 0.87

Table 4. Age estimation performance with MFCC, MFCC-SDC,
fMLLR, and fMLLR+i-vector systems as well as their i-vector level
fusion. DNN based i-vector extractors are used.

Male Female Both

System MAE ρ MAE ρ MAE ρ

MFCC - ∆ 5.3 0.87 5.1 0.90 5.2 0.89

MFCC - SDC 5.4 0.85 5.1 0.90 5.2 0.88

fMLLR 4.9 0.89 5.0 0.90 5.0 0.89

fMLLR/i-vector 4.7 0.89 4.7 0.91 4.7 0.91

Combination 4.8 0.90 4.7 0.92 4.8 0.91

formance for both MFCC-SDC and MFCC-∆ (MFCC with delta and
delta-delta contextualization) is better for female speakers than male
speakers. This may be attributed to the fact that female speakers are
better represented in the training set (see Fig. 2). Third, an i-vector
level combination of MFCC-∆ and MFCC-SDC systems results in
improved performance for both female and male speakers (see last
row in Table 3). Fourth, comparing the results in Table 3 and Ta-
ble 4, it is clear that the age estimation system with DNN based i-
vectors consistently outperforms the system with GMM-UBM based
i-vectors. Fifth, using speaker-adapted fMLLR features compared
with the baseline acoustic features results in further gains in the age
estimation performance, in particular for male speakers. Finally, the
best individual system performance is obtained with i-vectors ex-
tracted using fMLLR features and senone posteriors obtained from
a DNN trained with fMLLR features concatenated with i-vectors.

5. CONCLUSION

In this paper we presented an automatic age estimation system based
on DNN senone posterior i-vectors and SVR modeling. It was shown
that the use of the phonetically-aware i-vector extractor, compared
with the GMM-UBM based counterpart, could improve the age es-
timation performance. It was demonstrated that processing i-vectors
through an LDA transform trained with discrete age labels not only
improved the performance, but also dramatically sped-up the SVR
training process. Further improvements in the age estimation perfor-
mance were achieved by employing the use of the logarithm of the
age as the target in training the SVR to further penalize estimation
errors for younger speakers compared with older speakers. The sys-
tem proposed in this study achieved solid performance on the NIST
SRE 2010 telephony test set.
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