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Abstract—We present a scalable medium bit-rate wide-band
audio coding technique based on frequency domain linear pre
diction (FDLP). FDLP is an efficient method for representingthe
long-term amplitude modulations of speech/audio signals sing
autoregressive models. For the proposed audio codec, rebatly
long temporal segments {000 ms) of the input audio signal are
decomposed into a set of critically sampled sub-bands using
quadrature mirror filter (QMF) bank. The technique of FDLP

is applied on each sub-band to model the sub-band temporal

envelopes. The residual of the linear prediction, which repesents
the frequency modulations in the sub-band signal, are encaatl

In traditional applications of speech coding (i.e., forwen
sational services), the algorithmic delay of the codec s afn
the most critical variables. However, there are many sesyic
such as audio file downloads, voice messaging etc., where the
issue of the codec delay is much less critical. This allows fo
a whole set of different analysis and compression techsique
that could be more effective than the conventional shartrte
frame based coding techniques.

In this paper, we describe a technique, which employs

and transmitted along with the envelope parameters. These the predictability of slowly varying amplitude modulat®n

steps are reversed at the decoder to reconstruct the signalhe
proposed codec utilizes a simple signal independent non-agtive

compression mechanism for a wide class of speech and audioS

signals. The subjective and objective quality evaluationshow
that the reconstruction signal quality for the proposed FDLP
codec compares well with the state-of-the-art audio codedn the
32-64 kbps range.

Index Terms—Speech and Audio coding, Modulation Spec-
trum, Frequency Domain Linear Prediction (FDLP), Objective
and subjective evaluation of audio quality.

|I. INTRODUCTION

for encoding speech/audio signals. Spectral representafi
amplitude modulation in sub-bands, also called “Modulatio
pectra”’, have been used in many engineering applications.
Early work done in [5] for predicting speech intelligibifit
and characterizing room acoustics are now widely used in the
industry [6]. Recently, there has been many applications of
such concepts for robust speech recognition [7], [8], [@flia
coding [10] and noise suppression [11].

In this paper, the approach to audio compression is based
on the assumption that speech/audio signals in criticati®an
can be represented as a modulated signal with the amplitude
modulating (AM) component obtained using Hilbert envelope

ITH the emergence of new audio services, there hg§timate and frequency modulating (FM) component obtained
been many initiatives in standardization organizatiodtom the Hilbert carrier. The Hilbert envelopes are estedat

like 3GPP, ITU-T, and MPEG (for example [1]) that ainsing linear prediction in spectral domain [12], [13], [14]
for the development of a unified codec which can efficientiyhich is an efficient technique for autoregressive modgllin
compress all kinds of speech and audio signals and whieh the temporal envelopes of a signal. For audio coding
may require new audio compression techniques. Convertiopplications, frequency domain linear prediction (FDLB) i
approaches to speech coding are developed around a petformed on real spectral representations using symenetri
ear source-filter model of the speech production using tB&tensions [9], [15], [16]. This idea was first applied fodawu
linear prediction (LP) [2]. The residual of this modellingcoding in the MPEG2-AAC (advanced audio coding) [17],
process represents the source signal. While such appmactgere it was primarily used for removing pre-echo artifacts
are commercially successful for toll quality conversatibn The proposed codec employs FDLP for an entirely differ-
services, they do not perform well for mixed signals in mar§nt purpose. We use FDLP to model relatively longo0
emerging multimedia services. On the other hand, perceptilliseconds) segments of AM envelopes in sub-bands. A

codecs typically used for multimedia coding applicatiofws (
example [3], [4]) are not as efficient for speech content.
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non-uniform quadrature mirror filter (QMF) bank is used to
derive 32 critically sampled frequency sub-bands. This-non
uniform QMF analysis emulates the critical band decomposi-
tion observed in the human auditory system. FDLP is applied
on these sub-band signals to estimate the sub-band Hilbert
envelopes. The remaining residual signal (Hilbert cayrier
further processed using the modified discrete cosine wamsf
(MDCT) and the transform components are quantized, entropy
coded and transmitted. At the decoder, the sub-band signal
is reconstructed by modulating the inverse quantized Hilbe
carrier with the AM envelope. This is followed by a QMF
synthesis to obtain the audio signal back.

The main goal of this paper is to illustrate the use of
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Fig. 1. Steps involved in deriving the autoregressive made\M envelope.

FDLP based signal analysis technique for purpose of wi
band audio coding using a simple compression scheme .
this regard, the proposed codec does not use any psy:
acoustic models or signal dependent windowing techniq!
and employs relatively unsophisticated quantization weth T L T o T A

ologies. The current version of the codec provides highlifide L )
audio compression for speech/audio content operatingdn

bit-rate range 082 —64 kbps. The proposed codec is evaluatt
using the speech/audio samples provided by MPEG for mmmm"""lm Ih “% h
development of unified speech and audio codec [1], [18]. oMM, ™1 el ome, AsMUERR

the objective and subjective quality evaluations, the psepl 1o’ ©
FDLP codec provides competitive results compared to | i o

state-of-the-art codecs at similar bit-rates.
The rest of the paper is organized as follows. Section M
provides a mathematical description for the autoregress 0 ‘ 2 D] ‘
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modelling of AM envelopes using the FDLP technique. Tl
various blocks in the proposed codec are described in Sec-
tion 11l. The results of the objective and subjective evéiluas Fig. 2. lllustration of the AR modelling property of FDLP.)(a portion of
are reported in Section IV. This followed by a summary ifpeech signal, (b) its Hilbert envelope and (c) all pole rhodéained using
Section V. FDLP.

Il. AUTOREGRESSIVE MODELLING OFAM ENVELOPES ] )
S|gnal), ie.,

Autoregressive (AR) models describe the original sequenc
as the output of filtering a temporally-uncorrelated (white e[n] = |e[n]|*> = c[n]c*[n), 2)
excitation sequence through a fixed length all-pole didjitak.

Typically, AR models have been used in speech/audio applizgherec*[n] denotes the complex conjugate @f).

tions for representing the envelope of the power spectrum ofThe Hilbert envelope of the signal and the auto-correlation
the signal by performing the operation of time domain linean the spectral domain form Fourier transform pairs [17]aln
prediction (TDLP) [19]. The duality between the time angnanner similar to the computation of the time domain auto-
frequency domains means that AR modelling can be appliedrrelation of the signal using the inverse Fourier tramsfof
equally well to discrete spectral representations of theai the power spectrum, the spectral auto-correlation funatam
instead of time-domain signal samples [12], [14]. For thige obtained as the Fourier transform of the Hilbert envelope
FDLP technique, the squared magnitude response of the allthe signal. These spectral auto-correlations are usefdiRo
pole filter approximates the Hilbert envelope of the sigmal (modelling of the Hilbert envelopes (by solving a linear syst

a manner similar to the approximation of the power spectrupf equations similar to those in [19]).

of the signal by the TDLP). The block schematic showing the steps involved in deriving

The relation between the Hilbert envelope of a signal ande AR model of Hilbert envelope is shown in figure 1. The
the auto-correlation of the spectral components is desgrib¥irst step is to compute the analytic signal for the input algn
below. These relations form the basis for the autoregressior a discrete time signal, the analytic signal can be obthin

modelling of AM envelopes. using the DFT [20]. The input signal is transformed using
DFT and the DFT sequence is made causal. The application
A. A Smple Mathematical Description of inverse DFT to the causal spectral representation glves t

Let z[n] denote a discrete-time real valued signal of finitgmaIytIC signale{n] [20] . . .
In general, the spectral auto-correlation function will be

ZF;?S?VZJXB;H cln] denote the complex analytic signal Ofcomplex since the Hilbert envelope is not even-symmetric. |

order to obtain a real auto-correlation function in the $dc
c[n] = x[n] +j H[x[nﬂ, (1) domain, we symmetrize the input signal in the following

: , manner
where].] denotes the Hilbert Transform operation. legt] z[n] + z[—n]

denote the Hilbert envelope (squared magnitude of the ioaly Te[n] = - 5
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estimates the AM envelope of the signal and the FDLP residual
‘ ‘ ‘ ‘ ‘ ‘ contains the FM component of the signal [12]. The FDLP
0 100 200 300 400 500 600 700 technique consists of two steps. In the first step, the epeelo
Time (ms) of the signal is approximated with an AR model by using the
linear prediction in the spectral domain. The resultingches!
Fig. 3. lllustration of AM-FM decomposition using FDLP. (a)portion of signal is obtained using the original signal and the AR model
band pass filtered spgech S|gna|‘, _(b) its AM envelope esiinasing FDLP of the envelope obtained in the first step [12]. This forms a
and (c) the FDLP residual containing the FM component.
parametric approach to AM-FM decomposition of a signal. In
this paper, we extend the parametric AM-FM decomposition
) for the task of wide-band audio coding.
Where we[n] denotes the eyen-symmetrlc part ofn]. .The Speech signals in sub-bands are modulated signals [22]
Hilbert envelope ofz.[n]| will also be even-symmetric and 54 hence, FDLP technique can be used for AM-FM decom-
hence, this will result in a real valued auto-correlationdtion position of sub-band signals. An illustration of the AM-FM
in the spectral domain. Once the AR modelling is performefe,mnosition using FDLP is shown in figure 3, where we plot
the resgltlng FDLP envelope is made causal._ This st_ep é)tportion of band pass filtered speech signal, its AM envelope
generating a real valued spectral auto-correlation foncts  qiimate obtained as the square root of FDLP envelope and

dong ff’r simplicity in the computation, although, the Iineathe FDLP residual signal representing the FM component of
prediction can be done equally well for complex valuefhe band limited speech signal.

signals [12]. The remaining steps given in figure 1 follow the
mathematical relations described previously.

Amplitude
o

C. Time Frequency Signal Representation

B. FDLP based AM-FM decomposition For the proposed codec, the representation of signal in-
formation in the time-frequency domain is dual to that in

_As the conventional AR models are used effectively ofe ¢onventional codecs (figure 4). The state-of-the-aitcau
signals with spectral peaks, the AR models of the tempor@adecs (for example AAC [17]) encode the time-frequency
envelope are appropriate for _sig_n_als with pe_aky tempor&l‘ergy distribution of the signal by quantizing the shert
_envelopes [1_2]’ [13], [_14]' The |nd|_v|dual Po'es n Fhe resu spectral or transform domain coefficients. The signal at the
ing polynomial are directly associated with specific energy,.oqer is reconstructed by recreating the individual time
maxima in the time domain waveform. For signals that age;meg |n the proposed FDLP codec, relatively long temipora
expected to consist of a fixed number of distinct energy peaslﬂ?gments of the signal (typically of the order hundreds of
in a given time interval, the AR model could well approximat?ns) are processed in narrow sub-bands (which emulate the
these perceptually dominant peaks and the AR fitting procgsiica| pang decomposition in human auditory system).ht t
dure removes the finer-scale detail. This suppression Gﬂdebecoder, the signal reconstruction is achieved by recrgétie

is particularly useful in audio coding applications, whéie i, qiiqual sub-bands signals which is followed by a subeban
goal is to extract the general form of the signal by mea'%?/nthesis.

of a parametric model and to characterize the residual with a
small number of bits. An illustration of the all-pole modet)
property of the FDLP technique is shown in figure 2, where we
plot a portion of speech signal, its Hilbert envelope coredut Long temporal segments (typically000 ms) of the full-
from the analytic signal [20] and the AR model fit to théband input signal are decomposed into frequency sub-bands.
Hilbert envelope using FDLP. In each sub-band, FDLP is applied and a set of prediction-coef
For many modulated signals in the real world, the quadrfieients is obtained using the Levinson-Durbin recursia8][2
ture version of a real input signal and its Hilbert transforrithese prediction coefficients are converted to envelope lin
are identical [21]. This means that the Hilbert envelopdés t spectral frequencies (LSFs) (in a manner similar to the epnv
squared AM envelope of the signal. The operation of FDL$lon of TDLP coefficients to LSF parameters). The envelope

Ill. FDLP BASED AuDIO CODEC
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Fig. 5. Scheme of the FDLP encoder. Fig. 6. Scheme of the FDLP decoder.

LSFs represent the location of the poles on the temporal
domain. Specifically, the envelope LSFs take values in the -10t
range of (,2x) radians corresponding to temporal locations
in the range of {, 1000 ms) of the sub-band signal. Thus, the
angles of poles of the FDLP model indicate the timing of the
peaks of the signal [15].

In each sub-band, these LSFs approximating the sub-banc 25t
temporal envelopes are quantized using vector quantizatio
(VQ). The residual signals (sub-band Hilbert carrier sigha A U 3 N OO O S N S
are processed in transform domain using the modified discret 100200300 400 506, 080 700 800 900 1000
cosine transform (MDCT). The MDCT coefficients are also
guantized using VQ. Graphical scheme of the FDLP encod®&g. 7. Magnitude frequency response of first four QMF bartler§i
is given in figure 5.

In the decoder, shown in figure 6, quantized MDCT co-
efficients of the FDLP residual signals are reconstructetl an In order to reduce the leakage of quantization noise from
transformed back to the time-domain using inverse MDCANe sub-band to another, the QMF analysis and synthesisfilte
(IMDCT). The reconstructed FDLP envelopes (obtained frogfe desired to have a sharp transition band. This wouldtresul
LSF parameters) are used to modulate the corresponding s significant delay for the QMF filter bank. Since we use an

band residual signals. Finally, sub-band synthesis isiegpd initial decomposition using a tree structured QMF filter ban
reconstruct the full-band signal. the overall filter bank delay can be considerably reduced by

The important blocks are: reducing the length of filters in the successive stages of the
tree. Although the width of the transition band in the sub-
A. Non-uniform sub-band decomposition sampled .d_omaln increases due tq the reducthn in fllterlhengt
] _ ] ) the transition bandwidth at the original sampling rate resa
A non-uniform quadrature mirror filter (QMF) bank is usedhe same [25]. The overall delay for the proposed QMF filter

for the sub-band decomposition of the input audio signalank is abouBd ms. Magnitude frequency responses of first
QMF provides sub-band sequences which form a criticalpgyr QMF filters are given in figure 7.

sampled and maximally decimated signal representatien (i.

the total number of sub-band samples is equal to the number _ ) ) )

of input samples). In the proposed non-uniform QMF anajysis: Encoding FDLP residual signals using MDCT

the input audio signal (sampled & kHz) is split into 1000 In the previous version of the FDLP codec [26], the sub-
ms long frames. Each frame is decomposed using a 6 stédged FDLP residual signals were transformed using DFT
tree-structured uniform QMF analysis to provigleuniformly and the magnitude and phase components were quantized
spaced sub-bands. A non-uniform QMF decomposition inseparately. Although this base-line FDLP codec providexigo
32 frequency sub-bands is obtained by merging th@se reconstruction signal quality at high bit-rates (kbps), there
uniform QMF sub-bands [24]. This sub-band decompositionis strong requirement for scaling to lower bit-rates while
motivated by critical band decomposition in the human audireeting the reconstruction quality constraints similathtose
tory system. Many uniformly spaced sub-bands at the highgmovided by the state-of-the-art codecs. The simple emgpdi
auditory frequencies are merged together while maintginiset-up of using a DFT based processing for the FDLP residual
perfect reconstruction. The non-uniform QMF decompositicsignal ([26]) offers little freedom in reducing the bit-eat
provides a good compromise between fine spectral resolutibhis is mainly due to the fact that small quantization errors
for low frequency sub-bands and a smaller number of FDLR the DFT phase components of the sub-band FDLP residual
parameters for higher bands. signals (which consumé0 % of the final bit-rate) give rise




ODG Scores Quality
0 imperceptible Excellent
-1 perceptible but not annoying
-2 slightly annoying
-3 annoying
-4 very annoying
TABLE | Perceptible I
PEAQSCORES AND THEIR MEANINGS \
bitrate [kbps] | 64 64 66 64
Codec LAME | AAC | FDLP-DFT | FDLP
PEAQ 16 | -0.8 1.2 0.7 Annoying
bit-rate [Kbps] | 48 48 48 48 . et FOLP-DRT FoLe
Codec LAME | AAC | FDLP-DFT | FDLP
PEAQ 25 11 25 1.2 Fig. 8. BS.1116 results fdf speech/audio samples using two coded versions
Bit-rate [Kbps] 35 35 35 35 gteztéi \Ijvti)t[;]sg(llii;ltlésétﬂsDCT (FDLP), FDLP-DFT ) and hidden referencedHi
Codec LAME | AAC AMR FDLP ' ’
PEAQ -3.0 -2.4 -2.2 -2.4
TABLE Il Excellent [~ &
AVERAGE PEAQSCORES FOR28 SPEECHAUDIO FILES AT 64, 48 AND 32 T~ T
KBPS.

to significant coding artifacts in the reconstructed signal Perceptie
In this paper, we propose an encoding scheme for the FLC

residual signals using MDCT. The MDCT, originally propose

in [27], outputs a set of critically sampled transform doma

coefficients. Perfect reconstruction is provided by timedmm ~ *"™ | ‘ ‘ ‘

alias cancellation and the overlapped nature of the tramsfc . et HAVE FoLe e

All these properties make the MDCT a potential candidate

for application in many popular audio coding systems (fotig. 9. BS.1116 results far speech/audio samples using three coded versions

example advanced audio coding (AC) 28) e ) 78 LAVE
For the proposed FDLP codec, the sub-band FDLP residual ’ B '

signals are split into relatively short frame§0(ms) and

transformed using the MDCT. We use the sine window with

50% overlap fo_r the MDCT analysis as this was e_xperimentalm_'Z) present in the framework for exploration of speech and
found to provide the best reconstruction quality (based Qidio coding [1], [18]. This database is comprised of speech

I(\)/IbIJDeC(::'f'Ng qugllty g\r:aluat:;)ns). ISmce a full(lj-s;zarch Ve ““*?‘ music and speech over music recordings. The music samples
omain with good resolution would be computationz iy 5 wide variety of challenging audio samples ranging

ally infeasible, the split VQ approach is employed. Althbugfrom tonal signals to highly transient signals. The mono and

the split VQ approach is suboptimal, it reduces the compUz, o5 yersions of these audio samples were used for thetrece

t_ati_onal _complexity and memory requirements to manageal%%/ bit-rate evaluations of unified speech and audio cod8f [2
limits without severely degrading the VQ performance. The o o i ,
The objective and subjective quality evaluations of the

guantized levels are Huffman encoded for further reduction

of bit-rates. This entropy coding scheme results in a hig-ralClloWing codecs are considered:

reduction of about0%. The MDCT coefficients for the lower 1) The proposed FDLP codec with MDCT based residual
frequency sub-bands are quantized using higher number of VQ signal processing, at2, 48 and 64 kbps, denoted as
levels as compared to those from the higher bands. VQ of the gp p.

MDCT coefficients consumes abogl% of the final bit-rate. 2) The previous version of the FDLP codec using DFT

For the purpose of scaling the bit-rates, all sub-bands are = paseq residual signal processing [26}4&and66 kbps,
treated uniformly and the number of VQ levels are suitably  yenoted as FDLP-DFT.

modified so as to meet the specified bit-rate. The currentz) | AME MP3 (MPEG 1, layer 3) [31], a82, 48 and 64,
version of the codec follows a simple signal independent ~ kpps denoted as LAME.

bit assignment mechanism for the MDCT coefficients and 4) MPEG-4 HE-AAC, v1, at32, 48 and 64 kbps [28],

provides bit-rate scalability in the range &2-64 kbps. denoted as AAC. The HE-AAC coder is the combination
of spectral band replication (SBR) [32] and advanced
IV. QUALITY EVALUATIONS audio coding (AAC) [33].
The subjective and objective evaluations of the proposeds) QME'WB plus standard  [34], a82 kbps, denoted as

audio codec are performed using audio signals (sampléd at
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MUSHRA Scores
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Fig. 10. BS.1116 results for each audio sample type namebectp a0- /
mixed and music content using three coded versions4akbps (FDLP-
MDCT (FDLP), MPEG-4 HE-AAC (AAC) and LAME MP3 (LAME)), hidde ‘ ‘ ‘ ‘
reference (Hid. Ref.) with7 listeners. Average results for all these audi Hid. Ref. LPFTk LAME FDLP AAC
samples are present in figure 9.

Fig. 11. MUSHRA results for 6 speech/audio samples and &nésts using
o ] three coded versions at 48 kbps (FDLP-MDCT (FDLP), MPEG-4A#C
A. Objective Evaluations (AAC) and LAME-MP3 (LAME)), hidden reference (Hid. Ref.) @V kHz

. . . ow-pass filtered anchor (LPF7k).
The objective measure employed is the perceptual evallu— P ( )

ation of audio quality (PEAQ) distortion measure [30]. In

general, the perceptual degradation of the test signal v

respect to the reference signal is measured, based on S
ITU-R BS.1387 (PEAQ) standard. The output combines
number of model output variables (MOV’s) into a sing| I\

measure, the objective difference grade (ODG) score, wh

is an impairment scale with meanings shown in table I. T
mean PEAQ score for th28 speech/audio files from [18] is
used as the objective quality measure.

The first two set of results given in table Il compare tt \
objective quality scores for the proposed FDLP codec at w /
the FDLP-DFT codec. These results show the advantage
using the MDCT for encoding the FDLP residuals instead I
using the DFT. The results in table Il also show the averz 0
PEAQ scores for the proposed FDLP codec, AAC and LAN
codecs atl8 kbps and the scores for these codecs along witn
the AMR codec at32 kbps. The objective scores for therig. 12. MUSHRA results for 6 speech/audio samples and éniéss using
proposed FDLP codec at these bit-rates follow a similardrefpur coded versions at 32 kbps (AMR-WB+ (AMR), FDLP-MDCT (EB),

MPEG-4 HE-AAC (AAC) and LAME-MP3 (LAME)), hidden referendglid.
compared to that of the state-of-the-art codecs. Ref.) and 3.5 kHz low-pass filtered anchor (LPF3.5k).

©
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Il Il Il Il Il
Hid. Ref. LPF3.5k AMR LAME FDLP AAC

B. Subjective Evaluations

The audio files chosen for the subjective evaluation consf€sults with7 listeners using speech/audio samples from the
of a subset of speech, music as well as mixed signals frétatabase is shown in figure 9. Here, the mean scores aregplotte
the set of28 audio samples given in [18]. The first sewith 95% confidence interval. Aé4 kbps, the proposed FDLP
of experiments compare the proposed FDLP codec with theédec as well as the LAME and AAC codec, are subjectively
previous version of the codec which utilizes DFT basdddged to have imperceptible noise content.
carrier processing [26]. We perform the BS.1116 methodplog The subjective results for individual sample types (namely
of subjective evaluation [35]. The results of the subjextivspeech, mixed and music content) are shown in figure 10.
evaluation with6 speech/audio samples is shown in figure §hese results show that the performance of the FDLP codec
These results show that the MDCT based residual proceg@s better than the LAME codec for speech content and mixed
ing is considerably better than the previous version of tle@ntent, whereas it was slightly worse for music conteridat
FDLP codec. Furthermore, the MDCT processing simplifidéps. At64 kbps, the proposed FDLP codec gives the best
the quantization and encoding step. performance for mixed content and the performance for the

Since the MDCT processing of the FDLP carrier signal igpeech content is the least among these audio sample types.
found to be efficient, the rest of the subjective evaluationsFor the audio signals encoded 48 kbps and32 kbps,
use the FDLP-MDCT configuration. We perform the BS.111he MUSHRA (MUIltiple Stimuli with Hidden Reference and
methodology of subjective evaluation [35] for the compamis Anchor) methodology for subjective evaluation is emplayéd
of three coded versions (LAME, FDLP and AAC) & kbps is defined by ITU-R recommendation BS.1534 [36]. We per-
along with the hidden reference. The subjective evaluatiborm the MUSHRA tests oi6 speech/audio samples from the
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Fig. 13. MUSHRA results for each audio sample type namelgdpemixed Fig. 14. MUSHRA results for each audio sample type namelgapemixed

and music content obtained using three coded versions abpg8 (FDLP- and music content obtained using four coded versions at 8 ({BMR-WB+

MDCT (FDLP), MPEG-4 HE-AAC (AAC) and LAME-MP3 (LAME)), hid- (AMR), FDLP-MDCT (FDLP), MPEG-4 HE-AAC (AAC) and LAME-MP3

den reference (Hid. Ref.) and 7 kHz low-pass filtered anchBiF{k) with8  (LAME)), hidden reference (Hid. Ref.) and 3.5 kHz low-padtefed anchor

listeners. Average results for all these audio samples r@sept in figure 11. (LPF3.5k) with 6 listeners. Average results for all these audio samples are
present in figure 12.

database. The mean MUSHRA scores (Witi% confidence
interval), for the subjective listening tests 48 kbps and32 ) o
kbps (given in figure 11 and figure 12, respectively), show tha The performance of the proposed codec is objectively
the subjective quality of the proposed codec is slightlyrpoo evaluated using PEAQ distortion measure, standardlzed. in
compared to the AAC codec but better than the LAME codeld. U-R (BS.1387). Final performances of the FDLP codec, in
The subjective results for individual sample types (namefiPmparison with other state-of-the-art codecs, at vaoebjt-
speech, mixed and music contentyatkbps and32 kbps are rates in32—64 _kbps range, are als_o evaluated using subjective
shown in figure 13 and figure 14. For all the individual sampfu&lity évaluation methodologies like MUSHRA and BS.1116,
types, the performance of the FDLP codec is worser than h@ndardized in ITU-R (BS.1534 and BS.1116, respectively)
AAC codec but better than the LAME codec. The subjectivEn® Subjective evaluations suggest that the proposed wide-
scores are higher for the audio samples with music and mixg@nd FDLP codec provides perceptually better audio quality
content compared to those with speech content. than LAME - MP3 codec and produces slightly worse res_ults
compared to MPEG-4 HE-AAC standard. Although the im-
provements are modest, the potential of the proposed asalys
V. DISCUSSIONS AND CONCLUSIONS technique for encoding speech and audio signals is clearly

A technique for autoregressive modelling of the AM enillustrated by the quality evaluations.
velopes is presented, which is employed for developing @&wid
band audio codec operating in medium bit-rates. Spec';fical!e

the technique of linear prediction in the spectral domain bslased processing simplifies the codec design. The quantizer

applied on relatively long segments of speech/audio SSK-:m?an be designed effectively for fixed length MDCT coefficgent

in QMF sub-bands (which follow the human auditory cr|t|ca0f the carrier signal. Furthermore, the objective and sibie

band decomposition). The FDLP technique adaptively captut uality evaluations show that the MDCT processing provides

fine temporallnuances Wl'_[h high temporal rgso_lutmn whil OPd improvements compared to the FDLP-DFT codec.
at the same time summarizes the spectrum in time scales’o

hundreds of milliseconds. The proposed compression schem&urthermore, the proposed codec yields reconstruction sig
is relatively simple and suitable for coding speech, muasid anal quality comparable to that of the state-of-the-art csde
mixed signals. without using many additional techniques that are becoming

Although the application of linear prediction in the transstandard in the conventional codecs. Specifically, neEiNRs
form domain is used in temporal noise shaping (TNS) [17 the individual sub-bands are evaluated nor signal degand
the proposed technique is fundamentally different frons thhon-uniform quantization in different frequency sub-bsnd
approach. While the TNS tries to remove coding artifac{e.g. module of simultaneous masking) or at different time
in transient signals in a conventional short-term tramsforinstants (e.g. bit-reservoir) are employed. There are goasi
codec like AAC [4], the proposed FDLP technique is able tdependent windowing techniques and the quantization seshem
model relatively long (hundreds of milliseconds) segmaetits is relatively simple. Inclusion of some of these sophidéda
AM envelopes in sub-bands. Specifically, the proposed codsitrate reduction techniques should further reduce thgeta
exploits the AM-FM decomposition property of FDLP in thebit-rates and enhance the bit-rate scalability. These foan
sub-bands of speech and audio signals. of our future work.

The performance of the proposed codec is dependent on the
fficient processing of the FDLP carrier signal. The MDCT
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