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Introduction 

Ã Speech is a complex signal containing lots of information  
ÄBiometric ı gender, language, speaker. 
ÄContent ı word sequence, semantics, topic. 
ÄHigher level ı emotion, environment 

 
Ã Wide range of applications automatic speech systems  
ÄCoding and Enhancement  
Ä Speech and Speaker Recognition, Language identification, 

Emotion Recognition 
ÄSpeech Synthesis and Voice Conversion. 

 
Ã Accelerated interest in speech applications with the 

advances in mobile telecommunications. 



Problem Formulation 

Ã Traditional approaches to speech processing  
ÄRule and heuristic based methodologies 
ÄUsing small amounts of data 

Ã Recently, most speech problems are addressed as statistical 
pattern recognition problem with big data. 
 
 
 
 
 
 
 



Problem Formulation 

Ã Using the speech signal directly for pattern recognition 
ÄSpeech is a time-varying non-stationary signal. 
Ä Information may lie in a small portion of signal. 
ÄMay contain irrelevant information for the application. 
ÄPresence of noise and other distortions cause issues. 
ÄSize and dimensionality of the data. 

 
Ã A need to transform the signal into lower dimensional 

descriptors called features. 
 



Challenges  

Ã Challenges involved in feature extraction 
ÄPreserving the relevant information for the application 
ÄRemoving unwanted redundancies in the signal ı 

separating the information pertinent to the task. 
ÄResilience to noise and other degradations. 
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THE  PAST é 

The farther back you can look, the farther forward you are likely to see. 

-Winston Churchill 



Outline 

Á Speech Coding Inspired Features 
Á Mel Spectrogram and Linear Prediction 

 
Á Speech Synthesis Inspired Features 
Á Pitch and Prosody 
 

Á Long Contextual Features 
Á Delta Processing, RASTA Filtering and Modulation Features 
 

Á Normalization Techniques 
Á Cepstral Mean Normalization and Spectral Subtraction 
 

 

 



Speech Coding Inspired Features 

Á Coding -  Transmitting the speech signal across a communication channel 
with small number of bits, having low latency. 
Á Encoding the short- term spectrum. 
Á Low latency processing 
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MFCC 

Á Short- term spectra integrated in mel frequency bands followed by log 
compression + DCT ı mel frequency cepstral coefficients (MFCC) [Davis 
and Mermelstein, 1979]. 
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MFCC 

Á MFCC processing repeated for every short- term frame yielding a sequence 
of features. 

 

 



Mel Spectrogram 

Á Short- term spectra integrated in mel frequency bands followed by log 
compression ı mel spectrogram [Davis and Mermelstein, 1979]. 

Á Mel spectrogram constitutes an excellent tool for signal analysis and 
feature representation for speech. 
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Linear Prediction 

a2 
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a3 

x[n-2] x[n-3] x[n-1] x[n] 

ÅCurrent sample expressed as a linear combination of 
past samples [Atal, 1972], 
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Linear Prediction 

ÅPrediction error defined as the difference between 
actual value and the estimate [Makhoul, 1975], 
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  where the filter,   Ὠ ρ  ὥρ  ὥς ȣ ὥὴ 
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ÅModel parameters obtained by minimizing the L2-

norm of the error. 
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Linear Prediction 

Å Linear set of equations with signal autocorrelations obtained from the 
inverse of Fourier transform of the power spectrum {ὶπ,ὶρ,ļ, ὶὴ }.     
 

Å Solution of LP yields the filter coefficients, {ὥρ , ļ , ὥὴ }. Efficient 
coding scheme (code excited linear prediction -  CELP) transmits LP 
coefficients with a few bits describing the residual signal. 
 
 

Å The inverse of the filter response multiplied by the signal variance 
gives an all- pole estimate of the power spectrum of the signal. 
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Linear Prediction 



Perceptual Linear Prediction 

Á Critical band integration and compression to original power spectrum ı 
convert to autocorrelation estimates ı linear prediction [Hermansky, 1991]. 
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Perceptual Linear Prediction 

Å PLP provides smooth representation which is more robust.      



Past ð Discussion Summary 
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Pitch 

Á Voiced speech exhibits harmonic properties  
ÁPitch is a psycho-acoustic measure 
ÁThe fundamental harmonic frequency is a way of quantifying 

pitch. 
ÁVaries based on speaker and content ~(50 ı 400 Hz). 
ÁUseful in speech recognition, emotion recognition and speaker 

verification 
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Estimating Pitch ð Frequency Domain 

 
 
 

 
 

 

 

[Cuadra 2001] 

Harmonics at integer 

multiples of pitch 

Á Estimating the signal spectrum with different warping factors. 
Á Finding the peak in the product [Noll, 1969].   
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Estimating Pitch ð Cepstral Domain 

 
 
 

 
 

 

 

Á The log magnitude 
spectrum contains 
regularly spaced harmonic, 
thus can be viewed as a 
periodic signal and the 
period is pitch [Childers, 
1977]. 
 

Á Spectrum of log magnitude 
spectrum (cepstrum) will 
provide the pitch estimates 
  

 

 
Courtesy ð Yang et al. 



Estimating Pitch ð Time Domain 

 
 
 

 
 

 

 

Á The difference function in the 
time domain [YIN, 2002].  

 

 
Á Cumulative difference function 

 
 
 

Á Absolute thresholding and 
picking the smallest ʐ 
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Prosody 

 
 
 

 
 

 

 

Á Prosody is intonation, stress and rhythm of speech. 
 

Á Example with pitch contours 
Á DECALARATIVE: ĶYou are going homeķ 

 
Á INTEROGATIVE: ĶYou are going home?ķ  (voice is raised at end of sentence) 

 
Á IMPERATIVE: ĶYou ARE going home!ķ  (are is emphasized) 
 

Á Prosodic features 
Á Pitch Contours, Pause durations [Shriberg 2000].   
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Time 

Delta Processing 

 

 

 

Á Filtering the trajectories using a high pass filter to derive deltas ı 
implemented using simple difference operations [Furui, 1986]. 

Á Enhancing the temporal changes in spectrogram.  
Á Widely used configuration for speech processing -  spectrogram + 

deltas + double-deltas.  
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RASTA Filtering 

Á Human perception of speech modulations suggest a band-pass 
characteristic with a peak around 4-8Hz [Drullman, 1994]. 

Á Relative Spectra (RASTA) [Hermansky,1994] -  application of a band-
pass infinite impulse response (IIR) filter on the temporal envelope of 
sub-band energy emulating human modulation processing. 
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RASTA Filtering 

Á RASTA filtering ı emphasizes slow changes and suppresses constant 
regions of the spectrogram as well as transients. 

Á Robustness to channel noise achieved through RASTA filtering. 
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Modulation Spectrum of Speech 

Time 

Fr
eq

ue
nc

y 

Á Modeling the trajectories of individual sub-bands over a long 
duration [Kay, 1982]. 

Á Typically used with a temporal context of 200-500ms around the 
current frame. 
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Modulation Spectrogram Features 
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Á Stacking modulation spectral components from sub-bands ı 
Modulation spectrogram of speech [Kingsbury et al., 1998]. 

Á Useful representation in neural network acoustic models. 
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Frequency Domain Linear Prediction 

Á Predicting the trajectories of sub-band envelopes using linear 
prediction in the frequency domain [Athineos, 2003].  

Á Time- frequency duality. 
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Frequency Domain Linear Prediction 

Linear prediction on the cosine transform of the signal 
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