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Introduction

Speech is aomplexsignal containing lots of information
Biometricl gender, language, speaker.
Contentl word sequence, semantics, topic.
Higher leveli emotion, environment

Wide range of applications automatic speech systems
Codingand Enhancement

Speech and Speakieecognition Language identification,
Emotion Recognition

Speeclbynthesiand Voice Conversion.

Accelerated Interest in speech applications with the
advances inmobile telecommunications.



Problem Formulation
1
4 Traditional approaches to speech processing
Rule and heuristibased methodologies
Using small amounts afata

i Recently, most speech problems are addressethasiical
pattern recognitionproblem with big data.




Problem Formulation
1

i Using the speech signal directly for pattern recognitic
Speech is ame-varying non stationarysignal.
Information may lie in asmall portionof signal.
May containirrelevant informationfor the application.
Presence afoiseand other distortions cause ISsues.
Size and dimensionalitef the data.

4 A need to transform the signal into lower dimensiona
descriptors calledieatures



Challenges

i Challenges involved In feature extraction

A Preservindhe relevant information for the application

A Removingunwanted redundanciem the signali
separating the information pertinent to the task.

A Resiliencdo noise and other degradations.

Feature Statistical
Extralétor Pattern
Recognition




THE PAST &

The farther back you can look, the farther forward you are likely
-Winston Church
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Speech Coding Inspired Features

4 Coding- Transmitting the speech signal across a communication chanr
with small number of bits, having low latency.
Encoding the shorterm spectrum.

Low latency processing




Speech Coding Inspired Features

]
4 Coding- Transmitting the speech signal across a communication chanr
with small number of bits, having low latency.

Encodingthe shortterm spectrum
Low latency processing

lShortterm Spectrum
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MFCC

4 Shortterm spectra integrated imel frequency bands followed by log
compression + DCIT mel frequencycepstralcoefficients (MFCCDavis
and Mermelstein 1979].

lShortterm Spectrum
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MFCC

4 MFCC processing repeated for every shitm frame yielding a sequence
of features.
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Mel Spectrogram

Short term spectra integrateth melfrequency bands followed by log
compression melspectrograniDavis andMermelstein 1979.

Mel spectrogram constitutes an excellent tool foynal analysiand
feature representatiofor speech.
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Linear Prediction
S =

A Current sample expressed as a linear combination of
past samples [Atal, 1972],

X[n-3] x[n-2] x[n-1]  Xx[n]
c o ® O ©




L iInear Prediction

A Prediction error defined as the difference between
actual value and the estimat®pkhoul, 1975],
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A Model parameters obtained by minimizing the-L2
norm of the error.
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L iInear Prediction

A Linear set of equations with signal autocorrelations obtained from f
inverse of Fourier transform of the power spectrum,{,, | i, }.

A Solution of LP yields the filter coefficientsy.{ I, }. Efficient
coding scheme (code excited linear predicttoRELP) transmits LP
coefficients with a few bits describing the residual signal.

A The inverse of the filter response multiplied by the signal variance
gives an alpole estimate of the power spectrum of the signal.
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L iInear Prediction
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Perceptual Linear Prediction
_

4 Critical band integratiorand compressiorto original power spectrum
convert to autocorrelation estimatedinear prediction[Hermansky 1991].

lShor{term Spectrum
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Perceptual Linear Prediction
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A PLP provides smooth representation which is more robust.



Pastd Discussion Summary
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Pitch

Voiced speech exhibits harmonic properties
Pitch Is a psych@acoustic measure

The fundamental harmonic frequency is a way of quantifying
pitch.
Varies based on speaker and content ~(5000 Hz).

Useful in speech recognition, emotion recognition and speal
verification
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Estimating PitahFrequency Domain
_

4 Estimating the signal spectrum with different warping factors.
4 Finding the peak in the product [Noll, 1969].
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Estimating Pit@ahCepstralDomain
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Estimating PitahTime Domain
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Prosody

Prosody Is intonation, stress and rhythm of speech.

Example with pitch contours

DECALARATI VE: KYou are\QiliE hon

| NTEROGATI VE: KYou are going hon

N

| MPERATI VE: KYou ARE goi)ng home!

~~_

Prosodic features
Pitch Contours, Pause duratior&ghriberg2000].



Pastd Discussion Summary
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Delta Processing
_

4 Filtering the trajectories using a high pass filter to derive daltas
Implemented using simple difference operatiofsifui, 1986].

4 Enhancing the temporal changes in spectrogram.

4 Widely used configuration for speech processmgpectrogram +
deltas + doublaleltas.
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RASTA Filtering

Human perception of speech modulations suggest a baass
characteristic with a peak around-8Hz [Drullman, 1994].

Relative Spectra (RASTA) [Hermansky,19%plication of a band
pass infinite impulse response (lIR) filter on the temporal envelo
sul> band energy emulating human modulation processing.
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RASTA Filtering

4 RASTA filtering emphasizes slow changes and suppresses con:
regions of the spectrogram as well as transients.

4 Robustness to channel noise achieved through RASTA filtering.
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Modulation Spectrum of Speech
_

4 Modeling the trajectories of individual subands over a long
duration [Kay, 1982].

4 Typically used with a temporal context of 20800ms around the
current frame.
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Modulation Spectrogram Features

4 Stacking modulation spectral components from sbi@andsi
Modulation spectrogram of speech [Kingsbury et al., 1998].

4 Useful representation in neural network acoustic models.

Frequency

Modulation
Spectrogram Features



Frequency Domain Linear Predicti
_

4 Predicting the trajectories of suband envelopes using linear
prediction in the frequency domaimthineos 2003].

4 Time frequency duality.

i LP Power
Time _ Spec.
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Frequency Domain Linear Predicti
_

Linear prediction on theosine transfornof the signal




