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Abstract—The performance of a typical speech recognition
system is degraded in the presence of extrinsic sources like
noise and due to the recording artifacts like reverberation.
The principle of modulation filtering attempts to remove the
spectro-temporal modulations of the speech signal that are more
susceptible to noise while preserving the key modulations for
speech recognition. While traditional approaches use modulation
filters that are hand-crafted, we propose a novel method for
modulation filter learning using deep variational models in
this paper. Specifically, we pose the filter learning problem
in a deep unsupervised generative modeling framework where
the convolutional filters in the variational autoencoder capture
the important speech modulations. The two dimensional (2-D)
modulation filters, learned using the deep variational networks
in the joint-spectro temporal domain, are used to process the
spectrogram features for speech recognition task. Several speech
recognition experiments are performed on a set of tasks consisting
of additive noise with channel artifacts (Aurora-4), reverberation
(REVERB Challenge) and additive noise with reverberation
(CHiME-3). In these experiments, the proposed modulation filter
learning framework shows significant improvements over the
baseline features as well as various other noise robust front-
ends (average relative improvements of 7.5% and 20% over
the baseline features on the Aurora-4 and CHiME-3 databases
respectively). Furthermore, the proposed method is also shown to
be of considerable benefit for semi-supervised ASR applications.
For example, on Aurora-4 database we observe an average
relative improvement of 25% over the baseline system using 30%
labeled training data.

Index Terms—Unsupervised filter learning, Deep Variational
Autoencoder, Modulation filtering, Noise robust speech recogni-
tion.

I. INTRODUCTION

EVEN with several advancements in acoustic modeling for
automatic speech recognition (ASR) using deep learning

[1] and sequence modeling [2], the performance of the ASR
systems are highly degraded in the presence of extrinsic
sources like noise and telephone channel distortions. Further,
the far-field speech recording conditions also distort the signal
with reverberant artifacts which transpires as a smearing of
the temporal envelopes of the speech signal. In particular, the
degradation due to reverberation is a notable challenge in the
development of a real world application of hands free ASR [3].
For example, Peddinti et al., [4] reports a 75% rel. degradation
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in word error rate (WER) when far-field array microphone
signals are used instead of the headset microphones in the
ASR systems, both during training and testing.

The performance degradation in noisy and reverberant
conditions can be partly addressed by training on multi-
conditioned data (consisting of noisy training data from mul-
tiple real/simulated environments) [5]. Further, enhancement
methods like mask estimation [6], spectral subtraction [7],
power normalization [8], Hilbert envelope compensation [9]
and dereverberation methods like weighted prediction error
[10] have shown benefits in improving the performance of
ASR. However, it has been observed that the performance
of an ASR system in noisy environments is considerably
worse compared to clean training/test conditions even with
multi-condition training and feature compensation methods.
In this paper, the issue of robustness in feature representation
is addressed using an unsupervised feature learning method.

The principle of modulation filtering in robust automatic
speech recognition (ASR) is based on enhancing perceptually
relevant regions of the modulation spectrum (the two dimen-
sional Fourier transform of a patch of the speech spectrogram
captures the spectro-temporal modulation content) while sup-
pressing the regions susceptible to noise. This is partly inspired
by human perceptual studies relating to the importance of
temporal modulations (called rate; rate frequency measured in
Hertz) and spectral modulations (called scale; scale frequency
measured in cycles/octave) [11]. The evidence of spectro-
temporal modulations in the perception of complex sounds
was shown with experiments in which systematic degradation
of the speech signal were correlated with the gradual loss
of intelligibility [12]. It has also been shown that important
information for speech perception lies in the 1− 16 Hz range
of the rate frequencies [13]. For ASR applications, one of
the earliest use of temporal modulations was the RASTA
filtering approach [14]. The spectro-temporal modulation fil-
tering has also been explored for voice activity detection [15]
and for phoneme recognition in noise [16]. An unsupervised
learning of sparse spectro-temporal coding of sounds has
been attempted in [17], [18]. In addition, learning of natural
sounds/codes in the auditory cortex has also been carried out
in unsupervised manner in [19], [20]. A supervised data-driven
approach using the linear discriminant analysis (LDA) has also
been attempted for deriving temporal modulation filters [21].

In this paper, we propose a new approach to learn spectral
and temporal modulation filters purely from a variational
generative modeling perspective. In particular, we develop
a filter learning method using the speech spectrogram in
conjunction with a two-dimensional (2-D) convolutional vari-
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ational autoencoder (CVAE) [22]. The encoder learns the dis-
tribution of the latent representation and the decoder attempts
to reconstruct the original data back from a sample of the
latent representation generated from the encoder distribution.
The filters learned from the input speech spectrogram in the
initial convolutional layer of CVAE can provide important
cues regarding the useful spectro-temporal modulations of
speech. In this paper, the modulation filters learned from
CVAE are applied on the input spectrogram to derive features
for speech recognition. Previous attempts to filter learning
for speech include a data-driven supervised approach for mel
filter bank learning from raw speech waveforms [23], [24]
and unsupervised approach in [25], [26]. A 1-D and 2-D
modulation filter learning using residual approach was also
previously attempted using the restricted Boltzmann machine
(RBM) architecture [27], [28].

In this work, the 2-D spectro-temporal modulation filters
learned from the CVAE model in an unsupervised fashion are
used to process the speech spectrogram for deriving robust
spectrogram representations. The processed spectrogram rep-
resentations are used in deep neural network based automatic
speech recognition systems. We perform ASR experiments
on several tasks involving additive/channel noise (Aurora-
4), reverberation effects (REVERB Challenge) [29] and ad-
ditive noise with reverberation (CHiME-3) [30]. In these
experiments, the proposed filter learning approach provides
significant improvements in terms of WER over the baseline
mel filter bank features and various other noise robust front-
ends proposed in the past.

The rest of the paper is organized as follows. In Sec. II,
we describe the theory of variational modeling in autoencoder
networks. The use of convolutional variational autoencoder
(CVAE) for filter learning from speech signal is discussed
in Sec. III. Sec. IV describes various ASR experiments and
results. This is followed by a discussion of the proposed
approach in Sec. V. We also analyze the importance of
various model parameters and report the performance of semi-
supervised speech recognition experiments in Sec. V. In Sec.
VI, we provide a brief summary of the paper.

II. VARIATIONAL AUTOENCODER (VAE)

A VAE is a modification of an AE that consists of an
encoder and a decoder [22]. In a traditional AE, the encoder
estimates latent variables (bottleneck representations) [31] and
the decoder, also based on deep networks, then reconstructs
the observation variables from the latent variables. The VAE
model assumes that the samples of latent representation can
be drawn from a standard normal distribution, i.e N (0, I)
[22]. The encoder estimates the parameters of the latent data
distribution that approximates the posterior distribution of the
latent vector given the data. The decoder then samples from
the approximate distribution and attempts to reconstruct the
original data back. The variational autoencoder networks have
shown promising results in tasks like image captioning [32],
text generation [33] and voice conversion [34].

Let x denote an observation vector, and z denote the latent
vector. Let θ denote the set of parameters for the decoder

network. The aim of the VAE network is to maximize the
probability of each x in the training set under the generative
process, according to

pθ(x) =

∫
pθ(x|z)p(z)dz. (1)

The model involves a two step process: (1) a value z is
generated from prior distribution p(z); (2) a value x is gen-
erated from conditional distribution pθ(x|z). However, in the
assumed generative model with a decoder neural network, the
function pθ(x) is not always differentiable w.r.t. θ due to the
intractable integral in Eq. 1; therefore θ cannot be optimized
directly. In addition, the posterior distribution of the latent
vector pθ(z|x) = pθ(x, z)/pθ(x) can also be intractable,
thereby making the application of Expectation Maximization
(EM) algorithm difficult.

The VAE framework resolves these problems based on a
variational lower bound method [22]. A new function qφ(z|x)
(probabilistic encoder with encoder parameters φ) is intro-
duced that can take value of x and give a distribution over
z values. In other words, the function qφ(z|x) approximates
the true posterior distribution pθ(z|x).

The key idea behind the variational autoencoder is to
attempt to sample values of z that are likely to have generated
x, and lower bound the value of pθ(x) using those. For
achieving this, the encoder and decoder parameters, φ and
θ, respectively, are trained by maximizing the lower bound
L(θ, φ;x) of the marginal likelihood log pθ(x), given as,

L(θ, φ;x) = −DKL[qφ(z|x)||p(z)] + Ez|x∼qφ [log pθ(x|z)]
(2)

Given the parameters of the encoder network, µφ(x) and
σ2
φ(x) which are the mean and variance parameters of qφ(z|x)

- we can sample from N (µφ(x), diag(σ
2
φ(x))) by first

sampling ε ∼ N (0, I), then computing z = µφ(x) +
diag(σφ(x))ε, shown schematically in Fig. 1.

A. VAE training procedure

With the encoder and decoder as deep neural networks:
• An observation vector x is given as input to an encoder

network that estimates qφ(z|x). The encoder outputs a
mean vector µφ(x) and a variance vector σ2

φ(x) which
are used to sample a latent vector z.

• The latent vector z is sampled according to the Gaussian
distribution with µφ(x) and σφ2(x) using the reparam-
eterization trick (sample ε according to standard normal
distribution and then use the encoder mean and variance
parameters to transform the variable to match the distri-
bution qφ(z|x)).

• The decoder pθ(x|z) generates x from z assuming
Gaussian distribution.

• Stochastic gradient ascent is performed on the lower
bound L(θ, φ;x) w.r.t. model parameters (θ, φ). The
negative of the first term in Eq. 2, DKL[qφ(z|x)||p(z)] is
termed as ‘latent loss’ (ELatent) which is the KL diver-
gence between two multivariate Gaussian distributions.
The second term in Eq. 2, Ez|x∼qφ [log pθ(x|z)], with
Gaussian assumptions on pθ(x|z), reduces to the negative
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Fig. 1. Block schematic of filter learning with CVAE. Here FC denotes fully
connected layer and Conv, deConv denotes convolution and deconvolution
layer, respectively.

of mean square error (MSE) loss (EMSE), typically used
in conventional autoencoder. Thus, VAE loss function can
also be viewed as a minimization of regularized MSE loss
where the regularization comes from the KL divergence
term. In our implementation of VAE, we also weigh the
two losses (MSE and Latent) differently to control the
regularization term. The parameters of the VAE model
are updated using stochastic gradient descent (SGD).

B. Comparing VAE with other deep generative models.

The VAE is a generative model which minimizes the MSE
of the reconstructed data along with a latent loss. The two
other popular models for generative modeling in neural net-
work framework are the restricted Boltzmann machine (RBM)
[35] and the generative adversarial networks (GAN) [36]. The
RBM model [35] also uses a latent representation similar to
the VAE. The model assumes a Boltzmann distribution for the
joint density function of the observation and latent variable.
For the model parameter learning, a maximum likelihood
approach is used where a Gibbs sampling framework is
employed. The GAN models [36] also aim to use a latent
data distribution to generate the observed data. The model
uses a discriminative loss function (fake versus real) to further
correct the generative model. The conventional GAN uses
an independent distribution to generate the latent vector and
does not use the observation data to generate the latent vector
(unlike the VAE model).

TABLE I
THE ARCHITECTURE OF THE CVAE MODEL USED FOR FILTER LEARNING.

Number of layers - encoder Conv: 1, FC: 2
Number of layers - decoder FC: 2, deConv: 1

Number of kernels in Conv/deConv 2 (kernel size: 5× 5)
Number of nodes in FC 6000

Activation function tanh
Latent Vector z Dimension 5000

Mini-batch size 1200
Optimization Adam [37]
Learning rate 0.0001

III. CONVOLUTIONAL VAE AND FILTER LEARNING

The block diagram of the VAE model used for filter learning
is shown in Figure 1. The convolutional VAE (CVAE) used in
this work replaces the fully connected layer(s) in the encoder
and decoder networks with convolution layer(s). The use of
CVAE is motivated by the goal of learning modulation filters in
an unsupervised manner. The kernels (convolutional filters) of
the deep CVAE trained using spectrogram input are interpreted
as the modulation filters learned from the data that characterize
the key modulations required to generate speech. We train the
CVAE in multi-condition fashion with a small number of filters
(we use two filters in the convolutional layer). This way, the
model is constrained to primarily learn the speech distribution
while ignoring the noise distribution.

A. Implementation of CVAE for filter learning

As outlined in Figure 1, the input to CVAE are the 2-
D patches of log mel spectrograms. The mel spectrogram is
computed using short-time Fourier transform of speech signal
with 25 ms frame length and shift of 10 ms, and warping the
frequency axis with 40 mel-bands. The dimension of the 2-D
patch of the spectrogram at the input of CVAE is 150 × 40
(equivalent to 1.5s of speech from 40 mel bands). Table I gives
the details of the CVAE architecture used in this work. The first
layer of the ‘encoder’ is a convolutional layer with number of
kernels = 2. The size of the kernels is 5×5 and is constrained
to be of rank= 1 in order to learn separable spectro-temporal
filters [38]. Hence, the filtersW 1 andW 2 of the convolutional
layer can be decomposed as the outer product of temporal
modulation ‘rate’ filter r and spectral modulation ‘scale’ filter
s as W 1 = (r1s1

T ) and W 2 = (r2s2
T ), respectively.

The output of convolutional (Conv) layer is linearized and
fed to fully-connected (FC) layers of the encoder. The latent
vector z is calculated from the encoder output as discussed in
Section II. The decoder then reconstructs the 2-D patch from
the latent vector z by reversing the steps in the encoder (fully
connected layers followed by a deconvolution layer [31]).

In our implementation of the CVAE, we modify the loss
function as follows,

ETotal = αEMSE + βELatent+ γ(Efr +Efs) + δEenc (3)

with,

EMSE(x, x̂) = ||x− x̂||22 , Eenc(henc) = ||henc||1 (4)
ELatent = DKL(qφ(z|x), p(z)) (5)

Efr(r1, r2) = ||r1 ∗ r2||22 , Efs(s1, s2) = ||s1 ∗ s2||22 (6)
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Fig. 2. Two sets of rate (r1, r2) and scale filters (s1, s2) learned from the
CVAE model using the clean condition and multi-condition Aurora-4 dataset.
The rate filters have low-pass and band-pass characteristics in this case. The
RASTA filter is also shown in the r2 plot for reference.

where ∗ denotes convolution operation. The L2-norm of con-
volution of filters are introduced primarily to avoid learning
redundant filters (filters with highly overlapping frequency
responses). Note that minimizing the convolution loss of filters
r1 and r2 (or s1 and s2) is equivalent to minimizing the
product of frequency response of these filters. We found
that L2 convolution norm loss constraint helps in generating
modulation filters that cover the broad modulation range of
speech signal. The L1 norm loss (Eenc) encourages sparse
representation in hidden latent dimensions. This is motivated
by the success of sparse autoencoder in speech applications
[39]. The sparse regularization term is also beneficial in this
case as the latent dimensions in CVAE are quite high (5000).
The scaling factors α, β, γ, δ are hyper parameters which are
set based on validation experiments. Note that the original
formulation of VAE uses (α, β = 1) and (γ, δ = 0). In this
paper, we use a modified VAE cost function in addition to
the sparsity loss and convolution loss1. The benefits of this
modified loss are highlighted in Sec. V.

B. Filter Responses

The filters r1, s1, r2, s2 are iteratively updated using the
gradients of the total loss function in Eq. 3. The CVAE
is trained using multi condition and clean data of different
databases separately. We start the network training with ran-
dom initialization of the filters and the weights and allow
the CVAE to learn modulation filter characteristics from data.
Fig. 2 shows the normalized magnitude frequency response
of the filters learned using multi-condition and clean Aurora-
4 database (details of the Aurora-4 dataset are given in
Sec. IV) respectively. Since each 2-D filter is constrained to
be rank-1, the frequency response of individual rate and scale
components of the filters can be separately plotted, shown in
Figure 2. The x axes for the rate and scale filters are rate
frequencies (measured in Hz) and scale frequencies (measured
in cycles/mel) respectively. The value of scaling factors in cost
function of CVAE used in this case are α = 1.0, β = 0.5,
γ = 0.5 and δ = 0.1.

In our analysis, we find that the two rate filters learned
from the input mel spectrogram have invariably low-pass and

1The implementation of the proposed filter learning approach is available
at https://github.com/iiscleap/CVAE FilterLearning
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Fig. 3. The two 2-D filters (r2−s1) and (r2−s2) used in feature extraction
for ASR in Aurora-4 multi-condition database.

band-pass characteristics in multi-condition data, while it is
band-stop and band-pass for clean data (Fig. 2). The scale
filters jointly span the entire spectral modulation space. We
assume that the filters will learn the common underlying
representation of all types of input noisy speech, which would
be dominated by clean speech. The second row of Figure 2
also shows the comparison with the RASTA filter [14]. As seen
here, the learnt data-driven rate filter somewhat resembles the
perceptual knowledge driven RASTA filter. Also, the range of
modulations captured by r1, r2 and s1, s2 are quite similar
to the modulation filters found in human perceptual studies
[11]. This is interesting in the sense that, even with random
initialization, the data-driven generative modeling of a corpus
of speech using the framework in CVAE can yield filters that
are broadly similar to filters found in various perceptual studies
on modulations. The frequency response of filters learned from
other datasets is discussed in Sec. V.

C. Feature extraction for ASR

The features for ASR are derived by filtering the log mel
spectrogram using filters learned from the proposed approach.
In this work, we select the rate filter with bandpass charac-
teristic as it has been observed earlier to be crucial for ASR
performance [14], [27], while all the scale filters spanning
spectral modulation space are used for ASR. Detailed analysis
on filter selection and number of filters is given in Sec. V.
The 2-D filter responses for the filters used in multi-condition
ASR for the Aurora-4 dataset are shown in Figure 3. The
log mel spectrograms are filtered using filters (r2 − s1) and
(r2 − s2) separately and are concatenated to derive features
for ASR. This is motivated from the works in the past
about neurophysiological evidence suggesting that processing
of speech signals in the brain happens along parallel pathways
and encode complementary information in the signal [40],
[41]. The proposed features (proposed as well as all the other
baseline features in comparison) are mean-variance normalized
at the utterance level before the acoustic model training. In all
the ASR experiments, we do not perform any speaker level
normalization.

IV. EXPERIMENTS AND RESULTS

A. Database

1) Aurora-4: The Wall Street Journal (WSJ) Aurora-4
corpus consists of continuous read speech recordings of 5000
words corpus, recorded under clean and noisy conditions
(street, train, car, babble, restaurant, and airport) at 10−20 dB
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SNR. The training data has 7138 clean and multi condition
recordings from 84 speakers separately. The validation data
has 1206 clean and multi condition recordings respectively.
The test data has 330 recordings (8 speakers) for each of the
14 test conditions (clean and noisy). The test data is classified
into four groups, A - clean data, B - noisy data, C - clean
data with channel distortion, and D - noisy data with channel
distortion.

2) REVERB Challenge: The REVERB challenge [29]
dataset consists of multi-channel reverberant data of continu-
ous reverberant speech from WSJCAM0 corpus. This database
consists of 7861 recordings from 92 training speakers, 1488
recordings from 20 development test (dev) speakers and 2178
recordings from two sets of 14 evaluation test (eval) speak-
ers, with each speaker providing about 90 utterances. These
recordings were carried out with two sets of microphone -
head mounted as well as desk microphone positioned about
half a meter from the speaker’s head.

The database used in this work consists of three subsets:
training data set (Train) for multi condition training using
simulated reverb data (multi-channel beamformed data from
8 microphones using the BeamFormIt tool [42]), a simulated
test dataset (Sim) and a naturally reverberant recording of the
test dataset (Real).

3) CHiME-3 Challenge: The CHiME-3 corpus for ASR
contains multi-microphone tablet device recordings from ev-
eryday environments, released as a part of 3rd CHiME chal-
lenge [30]. Four varied environments are present, cafe (CAF),
street junction (STR), public transport (BUS) and pedestrian
area (PED). For each environment, two types of noisy speech
data are present, real and simulated. The real data consists
of 6-channel recordings of sentences from the WSJ0 corpus
spoken in the environments listed above. The simulated data
was constructed by artificially mixing clean utterances with
environment noises. The training data has 1600 (real) noisy
recordings - four speakers each reading 100 utterances in each
of the four environments (i.e. 4 × 4 × 100). These sentences
were randomly selected from the 7138 utterance WSJ0 5k
training data. The real data is supplemented by 7138 simulated
utterances constructed by taking the full WSJ0 5k training set
and mixing it with the separately recorded CHiME-3 noise
backgrounds. We use the beamformed audio for ASR training
and testing.

The development and test data consists of the same 410
and 330 utterances that make up the corresponding sets in the
WSJ0 5k task. For each set, the sentences are read by four
different talkers in the four CHiME-3 environments. In each
environment, the set is split into four random partitions and
each is assigned to a different talker. This results in 1640
(410 × 4) and 1320 (330 × 4) real development and test
utterances in total. Identically-sized, simulated test sets are
made by mixing recordings captured in the recording booth
with the environmental noise recordings.

B. Kaldi ASR framework

The speech recognition Kaldi toolkit [43] is used for build-
ing the ASR. For the ASR experiments on Aurora-4, CHiME-

TABLE II
WORD ERROR RATE (%) IN AURORA-4 DATABASE FOR CLEAN TRAINING

CONDITION WITH VARIOUS FEATURE EXTRACTION SCHEMES AND THE
PROPOSED CVAE MODULATION FILTERING APPROACH.

Cond MFB PFB ETS RAS LDA MHE CVAE
A. Clean with same Mic

Clean 3.4 3.3 3.2 3.5 3.7 3.5 3.0
B: Noisy with same Mic

Airport 21.9 18.3 15.0 19.3 23.2 19.5 17.0
Babble 19.6 16.0 15.5 19.9 21.0 17.7 15.9
Car 8.0 6.2 9.8 7.9 8.7 7.9 6.8
Rest. 24.9 22.9 20.5 23.0 27.0 23.2 21.2
Street 19.5 17.8 19.5 18.7 20.8 18.1 17.1
Train 19.8 16.3 17.4 19.4 20.1 17.9 17.6
Avg. 18.9 16.2 16.3 18.0 20.1 17.4 15.9

C: Clean with diff. Mic
Clean 15.3 11.7 14.5 16.0 15.9 14.6 13.6

D: Noisy with diff. Mic
Airport 40.1 36.4 31.4 39.2 40.4 38.7 35.5
Babble 37.3 34.2 32.1 38.5 36.8 36.8 34.1
Car 24.9 21.5 24.9 24.8 25.9 25.8 22.6
Rest. 39.6 39.0 35.4 39.1 41.0 39.3 36.4
Street 35.7 34.1 35.0 35.8 37.0 35.8 34.2
Train 35.6 31.8 33.2 36.4 36.7 35.9 35.3
Avg. 35.2 32.8 32.0 35.6 36.3 35.4 33.0

Avg. of all conditions
Avg. 24.7 22.1 21.9 24.4 25.6 23.9 22.1

3 and REVERB Challenge, we use a deep neural network
(DNN) with 6 hidden layers and using splice of 10, i.e. 21
frames of input temporal context. The DNNs with sigmoid
nonlinearity are pre-trained with RBM training (separate pre-
trained models for each of the features). Then, the models
are discriminatively trained using the training data with cross
entropy loss. A hidden Markov model - Gaussian mixture
model (HMM-GMM) system trained using MFCC features
is used to generate the alignments for training the DNN
based model. A tri-gram language model is used in the ASR
decoding and the best language model weight is obtained from
development set. This recipe follows the corpus release for the
training and evaluation splits for all the datasets considered in
this paper. The performance of the ASR system is analyzed
using word-error-rate (WER). We compare the ASR perfor-
mance of the proposed modulation filtering approach (CVAE)
with traditional mel filter bank energy (MFB) features, power
normalized filter bank energy (PFB) features [8], advanced
ETSI front-end (ETS) [44], RASTA features (RAS) [14], LDA
based features (LDA) [45], and MHEC features (MHE) [9].
In particular, the RASTA features (RAS) and LDA features
are included as they both perform modulation filtering in
the temporal domain using a knowledge driven filter and a
supervised data-driven filter, respectively.

C. Results

The results of various ASR experiments on clean and
multi-condition Aurora-4 dataset is shown in Table II and
III respectively. The ASR results have also been separately
reported for different noisy conditions (conditions A, B, C,
D). As seen in Table II for clean training, the noise robust
front-ends improve over the baseline mel-filter bank (MFB)
performance. The proposed CVAE improves over the baseline
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TABLE III
WORD ERROR RATE (%) IN AURORA-4 DATABASE FOR MULTI CONDITION

TRAINING CONDITION WITH VARIOUS FEATURE EXTRACTION SCHEMES
AND THE PROPOSED CVAE MODULATION FILTERING APPROACH.

Cond MFB PFB ETS RAS LDA MHE CVAE
A. Clean with same Mic

clean 4.2 4.1 4.5 4.6 4.7 4.0 3.5
B: Noisy with same Mic

Airport 7.5 7.9 8.0 8.1 10.1 8.2 7.1
Babble 7.7 7.9 7.9 8.7 9.9 8.6 7.1
Car 4.7 4.9 5.6 5.0 5.8 4.9 4.3
Rest. 9.8 10.2 11.0 11.0 12.6 11.1 8.9
Street 8.6 8.8 10.0 9.0 10.6 8.8 8.3
Train 8.7 8.3 9.3 9.1 10.6 8.4 8.5
Avg. 7.8 8.0 8.6 8.5 9.9 8.3 7.4

C: Clean with diff. Mic
clean 8.4 7.8 8.0 9.7 10.0 8.1 6.9

D: Noisy with diff. Mic
Airport 19.7 20.9 18.5 20.1 22.3 20.8 18.2
Babble 20.3 20.9 19.3 20.0 22.5 21.3 19.7
Car 11.8 13.1 14.1 12.5 14.5 12.8 10.2
Rest. 21.7 23.7 21.8 23.1 25.2 23.1 19.2
Street 19.1 20.0 19.4 18.9 21.2 20.5 17.2
Train 18.3 19.6 19.6 19.9 21.6 18.9 17.9
Avg. 18.5 19.7 18.8 19.1 21.2 19.6 17.1

Avg. of all conditions
Avg. 12.1 12.7 12.6 12.8 14.4 12.8 11.2

TABLE IV
WORD ERROR RATE (%) IN REVERB CHALLENGE DATABASE FOR
MULTI-CONDITION TRAINING (SIMULATED) WITH TEST DATA FROM

SIMULATED AND REAL REVERBERANT ENVIRONMENTS.

Test Cond MFB PFB RAS MHE CVAE
Sim dev 9.1 8.6 10.1 8.4 8.3
Sim eval 9.5 9.2 10.2 9.2 8.6
Real dev 22.0 21.5 24.9 21.0 22.7
Real eval 25.9 25.9 27.9 24.5 24.8
Avg. 16.5 16.3 18.3 15.8 16.0

TABLE V
WORD ERROR RATE (%) IN CHIME-3 CHALLENGE DATABASE FOR

MULTI-CONDITION TRAINING (REAL+SIMULATED) WITH TEST DATA FROM
SIMULATED AND REAL NOISY ENVIRONMENTS.

Test Cond MFB PFB RAS MHE CVAE
Sim dev 14.3 13.7 14.6 14.4 12.4
Real dev 11.6 12.0 11.8 12.0 10.2
Avg. 13.0 12.9 13.2 13.2 11.3
Sim eval 25.5 25.1 23.1 26.4 19.9
Real eval 22.6 23.0 21.6 22.9 18.9
Avg. 24.1 24.1 22.4 24.7 19.4

models in clean and additive noise conditions. For the exper-
iments with different microphone, the ETSI features provide
the best performance. The proposed approach performs similar
to the PFB features and improve over the baseline MFB
features as well.

In Table III for multi-condition training, most of the noise
robust front-ends do not improve over the baseline mel-
filter bank (MFB) performance (except for condition C), as
the acoustic models are trained using multi-condition noisy
training data. The proposed CVAE features provide significant
improvements in ASR performance over the baseline system
(average relative improvements of 7.5%). Furthermore, the im-
provements in ASR performance are consistently seen across
all the noisy conditions of Aurora-4 dataset.

The ASR results on REVERB challenge dataset are shown

TABLE VI
WER (%) FOR EACH NOISE CONDITION IN CHIME-3 DATASET WITH THE

BASELINE FEATURES AND THE PROPOSED FEATURE EXTRACTION.

Dev Data

Cond. Sim Real
MFB CVAE MFB CVAE

BUS 12.6 10.6 14.2 12.6
CAF 17.0 15.8 11.4 10.2
PED 12.0 10.0 8.5 7.4
STR 15.7 13.2 12.3 10.7

Eval Data

Cond. Sim Real
MFB CVAE MFB CVAE

BUS 18.3 13.8 29.2 23.6
CAF 26.3 21.4 23.7 19.1
PED 29.1 21.0 21.1 18.6
STR 28.3 23.4 16.4 14.3

TABLE VII
STATISTICAL SIGNIFICANCE OF PERFORMANCE IMPROVEMENTS FOR THE

PROPOSED METHOD OVER THE BASELINE MFB SYSTEM USING
CONFIDENCE INTERVAL AND THE PROBABILITY OF IMPROVEMENT (POI)

ON AURORA-4 DATASET. [46].

Test Cond. Confidence Interval POI (%)
MFB CVAE

A [4.0, 5.5 ] [ 3.7, 5.0 ] 95.0
B [ 7.4, 9.7 ] [ 7.1, 9.5 ] 81.8
C [ 7.8, 10.8 ] [ 6.4, 8.9 ] 100.0
D [ 17.5, 23.1 ] [16.3, 21.5 ] 95.3
Avg – – 90.0

in Table IV. The proposed approach improves over the baseline
features in the REVERB challenge dataset for the simulated
conditions and for real reverberation in the evaluation dataset.
However, the Hilbert envelope based compensation (MHE)
improves over the proposed approach in the evaluation test
data for real reverberation.

The results for the CHiME-3 dataset are reported in Table V.
The proposed approach to feature extraction provides signif-
icant improvements over the baseline system as well as the
other noise robust front-ends considered here. On the average,
the proposed approach provides relative improvements of 13%
in the development set and 20% in the evaluation set. The
detailed results on different noises in CHiME-3 are reported
in Table VI. For all the noise conditions in CHiME-3 in
simulated and real environments, the proposed approach shows
significant improvements over the baseline system using mel
filter bank features (MFB). In the evaluation dataset, the
relative improvements over the baseline features for most of
the noise conditions are above 20%.

V. DISCUSSION

A. Comparing various feature extraction methods

For illustrating the benefit of robust feature extraction, the
multi-condition ASR experiments are more challenging as the
acoustic models are well trained. This may explain the lack
of improvements for most of the robust feature extraction
front-ends like PFB [8], MHE [9], ETS [44] compared to the
baseline features in experiments on the Aurora-4 and CHiME-
3 datasets. Even in these matched conditions, the proposed
framework of unsupervised filter learning provides significant
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TABLE VIII
PERFORMANCE (AVERAGE WER (%) FOR DIFFERENT NUMBER OF

MODULATION FILTERS WITHOUT ANY FILTER SELECTION.

No. of 2-D Filters Aurora-4 REVERB CHiME-3
2 12.1 16.3 14.9
3 11.9 16.8 16.4
4 11.6 16.4 16.2
6 11.5 16.8 15.9
8 12.0 17.4 16.1

TABLE IX
AVERAGE WER (%) ON ALL THE TEST CONDITIONS OF AURORA-4,

REVERB AND CHIME-3 DATASETS.

Mod. Filter Aurora-4 REVERB CHiME-3
r1-s1, r1-s2 13.2 18.0 15.1
r1-s1, r2-s2 12.1 16.3 14.9
r2-s1, r2-s2 11.2 16.1 15.3
r1-s2, r2-s1 12.2 16.4 15.0

improvements compared to the baseline features and other
noise robust front-ends.

B. Statistical significance of the ASR results

To compare how one system performs better than other
in statistical sense, we use Bootstrap estimate for confidence
interval [46]. It computes a bootstrapping of WER to extract
the 95% confidence interval (CI), and also gives a proba-
bility of improvement (POI) by the system-in-test (system
with proposed features) over the reference system (baseline
system with MFB features). Table VII shows the analysis for
various conditions in the Aurora-4 multi-condition training.
The bootstrap estimate of CI is similar for MFB and our
proposed CVAE. The POI of CVAE system over the MFB
is quite high for almost all test conditions, with average POI
being 90%.

C. Choice of number of filters and Filter Selection

The ASR results till now in the paper are reported with
only 2 separable modulation filters with filter size as 5×5. In
this subsection, we analyze the the effect of different number
of filters on the ASR performance without any filter selection
(the 2-D filters obtained from the CVAE model are applied
directly). These results are reported in Table VIII. From the
ASR results, it can be observed that the ASR results do not
improve for two of the three datasets considered when the
number of modulation filters is increased beyond 2. Hence,
we have used only 2 modulation filters in all the other ASR
experiments reported in this work.

In the previous section on ASR experiments, we have used
the 2-D filters based on r2 − s1 and r2 − s2 combinations.
While this was partly motivated by the previous studies on
human perception of modulation [11], [14], we validate this
choice with a set of ASR experiments on multi-condition
Aurora-4, REVERB and CHiME-3 datasets. The ASR results
using all the four combinations of rate (r1, r2) and scale filters
(s1, s2) on the databases are shown in Table IX. As seen here,
the ASR performance in these experiments validate the claim
that the important modulations for ASR lie in the bandpass
region of temporal domain and the entire modulation range
of the spectral domain, much similar to the human perceptual

TABLE X
EMPIRICAL ANALYSIS ON THE TRAINING MSE LOSS WITH DIFFERENT

CVAE NETWORK PARAMETERS.

Activation function
ReLU Tanh Sigmoid

Loss 39.5 38.6 39.3
No. of hidden layers

1 2 3
Loss 39.1 38.6 39.3

No. of nodes in latent layer
5000 3000 512

Loss 38.6 35.8 38.0

experiments [11]. In REVERB dataset also, a similar trend
is observed. In the CHiME-3 dataset, we found both rate
filters r1 and r2 to have band pass frequency responses with
slightly different bandpass regions. In the ASR experiments,
inclusion of rate filter r2 instead of r1 gave a degradation in
performance. Since the ASR results improved for two out of
the three datasets using the proposed filter selection criterion,
we have used the same filter selection approach in all other
ASR experiments.

D. Choice of network parameters

The chosen parameters of the proposed CVAE architecture
is validated by the L2 loss during CVAE training. Table X
shows the effect of different parameters such as activation
function, number of hidden layers and the number of nodes
in the latent layer on the MSE training loss. For each case,
the rest of the parameters are kept the same as mentioned in
Table I to provide a meaningful comparison. It is seen that
the Tanh activation function results in least MSE loss. By
varying the number of hidden layers, 2 hidden layers provide
the least loss among all. Hence, these parameters have been
fixed for training the CVAE model as listed in Table I. In all
these experiments, the mini-batch size is chosen as 1200 based
on the GPU memory constraints and the computational time
needed for the filter learning process.

E. Full-rank vs. Rank-1 filter learning

We compare the proposed feature learning approach using
rank-1 constraint with features obtained from unconstrained
joint 2-D CVAE modulation filters in Table XI. The full-
rank 2-D filters are learnt using the similar cost function
as in Eq. 3 except that separable rank-1 constraint is now
removed. From the results, we observe that the full-rank
features perform worse than rank-1 filters. It is interesting
to note that the concept of separable modulation filters has
also been observed in ferret auditory cortex [47]. We also find
that the feature-level fusion of full-rank and rank-1 filters do
not yield any ASR improvements while the score-level fusion
yields minor improvements. However, the score-level fusion is
computationally expensive as one needs to train two separate
ASR systems on each of the feature streams.

F. Choice of generative model loss function for filter learning

All the ASR experiments reported thus far use the filter
learning paradigm of the CVAE model with the total loss
function defined in Eq. 3. In this subsection, we tease apart
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TABLE XI
ASR PERFORMANCE OF PROPOSED 2-D RANK-1 MODULATION FILTERS

AND 2-D FULL-RANK JOINT MODULATION FILTERS.

Filter Learning Constraint (WER in %)
Full rank 12.3

Rank-1 (with filter selection) 11.2
Fusion (Feat.) Full-rank + Rank-1 11.2
Fusion (Score) Full-rank + Rank-1 11.0

TABLE XII
EFFECT OF DIFFERENT FILTER LEARNING METHODS ON THE AURORA-4

ASR EXPERIMENTS IN TERMS OF WER.

Discriminative model WER (%)
CNN (supervised learning of filters) 11.3

Generative model WER (%)
CRBM [27] 12.2

CAE (Only MSE loss in Eq. 3) [48] 11.8
GAN (MSE loss + Adversarial loss) [48] 11.6

Plain CVAE (Only MSE and Latent Loss in Eq. 3) 11.6
Prop. CVAE (All four terms in loss function of Eq. 3) 11.2

r
2
 - s

1

10 20 30 40 50

Rate freq (Hz)

12

6

0

C
y
c
le

s
/m

e
l

r
2
 - s

2

10 20 30 40 50

Rate freq (Hz)

12

6

0

0.2

0.4

0.6

0.8

1

Fig. 4. Two 2-D filters (r2−s1) and (r2−s2) used in feature extraction for
ASR learned from the REVERB Challenge database (8 channels) in CVAE.

the various components of the loss function and analyze their
impact for ASR performance on the Aurora-4 task. Specifi-
cally, we learn the filters using the conventional CAE model
(having only the MSE loss function) as well as the vanilla
CVAE model (without the L2 convolution loss or the L1
sparsity loss and having equal weight for the latent loss and the
MSE loss). We also compare the proposed CVAE framework
for filter learning with the previously proposed convolutional
RBM (CRBM) based approach [27] and generative adversarial
network (GAN) based approach [48]. All the models are
trained in the same framework for learning two filters and
use the same training dataset. These ASR experiments on
Aurora-4 are reported in Table XII. In addition, we compare
these generative model approaches with a discriminative model
CNN, where 64 filters in a convolution layer are learned jointly
with 4-layer DNN for the ASR task. The results indicate
that the generative modeling framework of CVAE (Eq. 3)
provides the best ASR performance in comparison with other
choices and it improves over the previously proposed CRBM
and GAN framework [27], [48]. Also, the proposed approach
performs marginally better than the supervised CNN approach
of learning filters. The features learned from unsupervised
model could also be used in the CNN framework to further
improve the ASR performance.

G. Domain specific versus cross-domain filter learning

In Figure 3, the 2-D frequency response of the filters used
for feature extraction learned from multi-condition Aurora-
4 dataset is shown. The response of the 2-D filters learned
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Fig. 5. Two 2-D filters (r2 − s1) and (r2 − s2) used in feature extraction
for ASR with CHiME-3 database.

TABLE XIII
WER (%) FOR CROSS-DOMAIN ASR EXPERIMENTS.

Filters Learned on ASR Trained and Tested on
Aurora-4 REVERB CHiME-3

Aurora-4 11.2 16.2 15.0
REVERB 11.0 16.1 15.2
CHiME-3 11.2 16.1 15.3

from REVERB challenge and CHiME-3 dataset are shown in
Figure 4 and Figure 5 respectively. Comparing the frequency
response of the filters learned from each of these datasets, it is
observed that the rate filter r2 has relatively lower frequency
range in Aurora-4 compared to the other two datasets. In
the case of scale filter characteristics, the filters learned from
CHiME-3 dataset show higher scale frequency range.

In a subsequent analysis, we perform a cross-domain ASR
experiment, i.e., we learn the filters from one of the datasets
(either Aurora-4, REVERB Challenge or CHiME-3) and use
those filters to train/test ASR on the other two datasets. The
results of these cross-domain filter learning experiments are re-
ported in Table XIII. The rows in the table show database used
to learn filters and the columns show the dataset used to train
and test the ASR. The performance reported in this table are
the average WER on each of the datasets. The results shown in
Table XIII illustrate that the filter learning process is relatively
robust to the domain of the training data used in the CVAE
model. This is a key result and it suggests that ASR system is
not affected by the minor changes in the filter characteristics
observed in Figure 3, 4 and 5. One could assume that the
spectro-temporal modulations in noisy/reverberant speech to
be composed of components from clean speech and those from
noise/reverberation. The experiments in Table XIII lead us to
hypothesize that the proposed CVAE based generative model is
able to effectively capture the key speech modulations and ig-
nore the spectro-temporal modulations of noise/reverberation.
We also hypothesize that the filters learned using Aurora-4
use more training conditions like 6 different noisy conditions
and 2 microphone conditions compared to variabilities in the
CHiME-3 dataset. Hence, Aurora-4 filters perform the best
for CHiME-3. Using the filters learnt from REVERB dataset,
the performance on Aurora-4 is improved mainly due to
improvements in microphone mis-match condition D.

H. Semi-supervised ASR training

In addition to the ASR experiments with full training data,
we also consider the case when only a fraction of the available
training data is labeled. This is partly motivated by the fact



JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. X, XXXX XXXX 9

Fig. 6. ASR performance in terms of WER (%) in Aurora-4 database (average
of 14 test conditions) for multi condition training using lesser amount of
labeled training data (70%, 50%, 30%). Here 100% corresponds to 14 h of
training data.

that, while data collection in real noisy environments may be
relatively easy, the labeling of noisy data is cumbersome and
more expensive than in clean recording conditions. Given the
unsupervised learning paradigm of the proposed approach, the
2-D filters could be learned from the entire unlabeled training
data and applied for ASR training with the labeled data. We
report the ASR experiments with reduced labeled data (70, 50
and 30% random selection of the original training data). These
experiments are shown in Figure 6.

It can be observed that the baseline ASR system has
a drastic degradation in performance when the amount of
training data is reduced. The proposed features using the
CVAE model are more resilient to the presence of reduced
amounts of labelled training data (a relative improvement of
25% over the baseline for the case with 30% labelled training
data). For example, even with 30% of labeled training data,
the CVAE feature based ASR attains a WER that is better than
the baseline ASR system with 70% labeled training data.

VI. SUMMARY

In this paper, we have proposed a novel framework for
modulation filter learning using the convolutional variational
autoencoder (CVAE) model. We have presented the mathe-
matical details of the variational model and its application
to modulation filter learning. With several speech recognition
experiments in a multi-condition training setup, we have also
illustrated the performance benefits of the proposed approach
compared to baseline methods as well as several other noise
robust front-ends proposed in the past.

The key contributions from the paper can be summarized
as follows.
• Posing the modulation filter learning problem in a gener-

ative modeling framework using the convolutional varia-
tional autoencoder (CVAE) neural network.

• Using modified cost function in the CVAE framework
that encourages the filters learned to be irredundant and
the latent representation to be sparse. The additional
constraints are differentiable and can be easily integrated
in the backpropagation learning.

• ASR experiments on a variety of speech datasets contain-
ing noise and reverberation showing the benefits of the
proposed approach.

• Exploring the presence of universal modulation charac-
teristics which can be learned from any one of the corpus
and generalized to other datasets. The proposed filter
learning approach is effective in focusing primarily on the
speech modulations in the spectro-temporal domain and
ignoring the modulations induced by noise/reverberation
regardless of the dataset used for filter learning.

• Illustrating the benefits of unsupervised filter learning
for semi-supervised ASR applications. The generative
modeling framework proposed in this work is able to
utilize the unlabeled data effectively for filter learning
and reduce the requirement of labeled training data for
ASR in noisy conditions.
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“Stacked convolutional auto-encoders for hierarchical feature extrac-
tion,” in International Conference on Artificial Neural Networks.
Springer, 2011, pp. 52–59.

[32] Yunchen Pu, Zhe Gan, Ricardo Henao, Xin Yuan, Chunyuan Li, Andrew
Stevens, and Lawrence Carin, “Variational autoencoder for deep learning
of images, labels and captions,” in Advances in neural information
processing systems, 2016, pp. 2352–2360.

[33] Stanislau Semeniuta, Aliaksei Severyn, and Erhardt Barth, “A hybrid
convolutional variational autoencoder for text generation,” arXiv preprint
arXiv:1702.02390, 2017.

[34] Chin-Cheng Hsu, Hsin-Te Hwang, Yi-Chiao Wu, Yu Tsao, and Hsin-
Min Wang, “Voice conversion from unaligned corpora using variational
autoencoding wasserstein generative adversarial networks,” in INTER-
SPEECH, 2017.

[35] Geoffrey E Hinton and Ruslan R Salakhutdinov, “Reducing the dimen-
sionality of data with neural networks,” Science, vol. 313, no. 5786, pp.
504–507, 2006.

[36] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David
Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio, “Gen-
erative adversarial nets,” in Advances in neural information processing
systems, 2014, pp. 2672–2680.

[37] Diederik P Kingma and Jimmy Ba, “Adam: A method for stochastic
optimization,” arXiv preprint arXiv:1412.6980, 2014.
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